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1 Introducao

O estudo de reconhecimento de agoes utilizando dados visuais (imagens e vi-
deos) sempre esteve ligado a avangos em areas complementares, como reconhe-
cimento de objetos e dinamicas de movimento do corpo humano. Na tultima
década, a analise de acoes humanas evoluiu de situagoes limitadas a ambientes
controlados para solugdes avancadas que podem aprender e analisar milhdes de

videos que representam quase todas as atividades cotidianas [1].

O problema escolhido envolve a detecgao de atividades humanas através do uso
de aprendizado de maquina, capaz de identificar padroes em videos (sequéncias de
frames) [2]. Desta maneira, espera-se que um modelo que tenha sido treinado por
uma base de dados com muitos trechos de videos distintos seja capaz de analisar
novos videos e classificd-los em uma das categorias em que fora treinada, com um

elevado indice de acertos.

Para iniciar o estudo do reconhecimento de agoes e atividades, é necessario
definir exatamente do que se tratam estes termos e suas diferencas. Wang Et al.
[3] afirma que agao é toda interagdo com o ambiente que cause uma mudanga
no mesmo. De maneira a tornar esta definicao mais abrangente, Chaquet et
al.[4] afirma que agoes podem ser consideradas uma sequéncia de movimentos
que cumprem uma determinada fun¢ao simples, como correr, pular, chutar uma
bola. Ja atividades sao compostas por uma sequéncia de ac¢oes ao longo do
espaco e tempo, como pessoas fazendo exercicios fisicos ou praticando um esporte
especifico. Pode-se dizer que a realizagao de uma atividade esta relacionada ao

conceito de interacao: entre pessoas, ou entre pessoas e objetos do ambiente.

De maneira a se aprofundar nesta area, pode-se dividir este campo de estudo
em 3 categorias de problemas distintos [5]: reconhecimento de agoes de uma
pessoa; reconhecimento de interagoes entre duas pessoas ou mais pessoas e reco-
nhecimento de interacao humano-objeto, conforme o diagrama na figura 1. Cada
uma destas situagoes envolvem contextos distintos e requerem o uso de diferentes
abordagens e técnicas a serem utilizadas para reconhecer o acontecimento do vi-
deo analisado. Nas sec¢oes a seguir, os métodos utilizados para reconhecimento de
acoes e atividades humanas serao brevemente descritos, bem como as categorias

de problemas, suas respectivas sub-segoes, e a aplicabilidade dos métodos para



cada um destes problemas serao brevemente apontados.
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Figura 1: Tipos de problemas abordados.
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Do ponto de vista mecatronico e cientifico, o projeto proposto envolve conceitos
de programacao e engenharia elétrica, como visao computacional e aprendizado
de maquina que atualmente estao atraindo cada vez mais atengao por parte do
mundo académico e do mercado de trabalho [6]. Além disso, a detecgao de ativi-
dades humanas possui diversas aplicagoes praticas de grande relevancia social. Na
area de assisténcia a idosos, por exemplo, ela pode identificar e prevenir acidentes
ao identificar situagoes perigosas em que estes possam se encontrar. Na area de
assisténcia a bebés, por outro lado, ela pode monitorar o sono da crianga, prever
necessidades bésicas, como comida e agua e, recentemente, existem até pesquisas
para identificagao de autismo através de algoritmos de aprendizado de maquina
[7]. Por fim, a detec¢do de atividades humanas também pode ser aplicada na
area de seguranca publica ao auxiliar o monitoramento de atividades suspeitas

ou criminais [8].

2 Meétodos de Reconhecimento de Acoes Huma-

nas

H& uma vasta gama de técnicas utilizadas para resolver o problema do reconhe-
cimento de atividades humanas. De modo geral, pode-se classificar estes métodos

entre:

e Solugoes baseadas em extracao de caracteristicas

e Solucoes baseadas em redes neurais profundas
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Figura 2: Taxonomia para métodos de reconhecimento de acao humana. Adap-
tado de [9].

2.1 Meétodos baseados em extracao de caracteristicas locais

No dominio espacial, pontos com significativa variagao local sao frequentemente
chamados de “pontos de interesse” por conterem uma grande quantidade de infor-
macao a respeito da imagem ou objeto em questao. Assim, ao expandir o conceito
de pontos de interesse para o dominio espago-temporal, temos como resultado,
pontos de interesse espago temporais (STIPs), que contém informagoes temporais
(evolucao do ponto de interesse ao longo de uma sequéncia de frames) adicionadas
a0 espago, permitindo assim o reconhecimento de atividades humanas a partir de

extracao de caracteristicas locais espago-temporais.

Analogamente a técnicas de reconhecimento aplicadas para imagens, o reco-
nhecimento de atividades humanas a partir de videos ¢é feita na seguinte ordem:
deteccao de ponto de interesse — extracao de descritor local — agregacao de
descritores locais [10]. Ou seja, uma vez que os STIPs sao detectados, descritores
locais extraem a forma e o movimento dos STIPs selecionados para que possa
ser extraido um padrao a partir destes conjuntos e a classificagao de dados novos

possa ser feita.

2.2 Meétodos baseados em redes neurais profundas

Recentemente, modelos de aprendizado profundo tém sido bastante emprega-
dos em tarefas de classificagdo de imagens [11]. Eles possuem a vantagem de
realizarem simultaneamente o treinamento do modelo e a extragao de caracteris-
ticas, ao contrario dos métodos tradicionais de reconhecimento de padrdes [12].

Tal aprendizado de caracteristicas é feito de forma hierarquica, de tal forma que



caracteristicas nos niveis mais altos da hierarquia sejam formadas pela combina-

¢ao de caracteristicas de mais baixo nivel.

Seguindo a taxonomia da figura 2, duas categorias de redes neurais profundas
amplamente empregadas no reconhecimento de a¢oes humanas sao as redes es-
pago temporais, o que inclui a rede CNN 3D [13, 14, 2] e as redes de multiplas
correntes, cujas arquiteturas, basicamente, consistem de duas redes profundas pa-
ralelas: uma para processar informagoes espaciais relacionadas a aparéncia (cor,
formato e identidade) e outra para processar informagoes temporais relacionadas

ao movimento de objetos e pessoas [15].

2.3 Reconhecimento de acoes de uma pessoa

O reconhecimento de ac¢oes de uma tnica pessoa a partir de videos pode ser
considerado como a categoria mais simples de ser resolvida, uma vez que geral-
mente ha um tnico objeto que necessita ser detectado, acompanhado e ter seu
movimento analisado [16] para realizar o reconhecimento da agao envolvida, que é
o corpo da pessoa em questao. Nesta categoria de problema, tem-se uma situacao
de reconhecimento de agoes simples, uma vez que as bases de dados dedicadas
a este tipo de situacao consistem em sequéncias de videos classificadas em acoes
simples, como caminhando, correndo, parado em pé e caindo ([5]). Tais agoes
simples sao classificadas como agoes de baixo-nivel [16], uma vez que estas sao
utilizadas como base para deteccao de agoes mais complexas, envolvendo intera-

¢oes humanas e com objetos.

Para realizar o treinamento de um algoritmo de aprendizado de maquina para
que ele seja capaz de resolver um determinado problema (por exemplo, reconheci-
mento de atividades de uma pessoa), é necessario ter em maos uma base com uma
quantidade significativa de dados rotulados de acordo com sua categoria. Para
acoes simples realizadas por uma tnica pessoa, ha uma grande disponibilidade
de bases de dados com milhares de videoclipes rotulados de acordo com a acao

que é praticada nele.

Inicialmente, o primeiro desafio na resolugao do problema de reconhecimento
de acoes para uma tnica pessoa envolvida consistiam em bases de dados contendo
videoclipes gravados em ambientes controlados, e portanto, nao sao representa-

tivos de uma situacao no mundo real. Estas foram as primeiras bases de dados



constituidas por videos rotulados com agoes: Weizmann (2001 e 2005) e KTH
(2004).

As agoes simples retratadas em Weizmann sao filmadas de um ponto de vista
tnico e fixado, com um fundo estético e simples. A base KTH adiciona com-
plexidade, variando a roupagem dos individuos filmados e a iluminagao, porém

permanece pouco verossimil.

Eventualmente, o desafio evoluiu para a necessidade de identificar estas acoes
em situagoes mais complexas, que envolvam locais com iluminagao nao controlada
(por exemplo o ambiente externo) e com fundos complexos e nao estaticos. Para
tal, foram consolidadas bases de dados de video clipes filmados em ambientes
mais verossimeis: CAVIAR (2004), ETISEO (2005), CASIA Action (2007), MSR
Action (2009) e UT-Tower (2010). Adicionalmente, também foram elaboradas
bases de dados com clipes extraidos diretamente da internet: HOLLYWOOD
(2008), UCF Sports (2008), UCF YouTube (2009), UCF50 (2010), Olympic
Sports (2010), HMDB51 (2011), cuja maioria tiveram seus clipes extraidos do
YouTube [4].

2.3.1 Ambientes Controlados

Como foi explicado na se¢ao anterior, os primeiros desafios na area de reco-
nhecimento de agoes humanas se davam em ambientes controlados (geralmente
locais internos, com iluminagao constante e fundo estatico). Algumas das agoes
presentes nas bases de dados correspondentes a esta categoria sao: correr, andar,

acenar, pular, polichinelos, pular corda, bater palmas.

Ambas as abordagens ilustradas nas segoes anteriores possuem bom desempe-
nho nos datasets Weizmann e KTH. Para situagoes com uma tinica pessoa, méto-
dos de extracao de caracteristicas baseados em representacoes locais possuem um
desempenho excelente, com exemplos de trabalhos que atingiram a acuracia de
100% para Weizmann e 96.35% para KTH [17]. Isso se deve ao fato de que estes
métodos sao capazes de identificar pontos de interesse nos video clipes com muita
precisao, contanto que nao haja movimentacao significativa por parte da camera
ou um fundo complexo nao-estatico. Representagoes holisticas utilizando Energia

de movimento (Motion Energy Images) e Historico de movimento (Motion His-



tory Images) também atingiram 100% de acuracia na base de dados Weizmann,

pelo mesmo motivo dos métodos de representagoes locais [18].

2.3.2 Ambientes Reais

Com o avanco e evolugao das técnicas existentes para reconhecimento de ati-
vidades humanas, o estudo de identificacao dessas atividades em ambientes mais
proximos da realidade (e consequentemente mais complexos) tornou-se alvo de
interesse de muitos pesquisadores da area de aprendizado de maquinas e visao

computacional.

As acoes que correspondem a este tipo de problema sao semelhantes as da
secao anterior, com o desafio adicional da ocorréncia de mudancas no fundo e
na iluminacao, além da presenca de outras pessoas no mesmo clipe. Como a
maioria das filmagens ocorrem em locais publicos e/ou abertos, ha a presenca
de algumas agoes que envolvem o comportamento humano em sociedade, e que
consequentemente sao mais complexas: desmaio, movimentos agressivos, acenar,

apontar, arremessar,

A base de dados CAVIAR, por exemplo, é constituida por clipes filmados em 2
locais distintos [4]: o primeiro conjunto de videos corresponde a filmagens feitas
no lobby de entrada do laboratorio INRIA, em Grenoble, Franca; o segundo

conjunto se encontra no corredor de um shopping em Lisboa, Portugal.

Adicionalmente, alguns métodos também sao avaliados em cima de bases de
dados constituidas de videos retirados da internet, como mencionado na secao
Bases de Dados. Estas bases adicionam mais complexidade ao problema, uma
vez que sao clipes registrados por cinegrafistas amadores e contém movimento
de camera significativo, fundo confuso, mudancas de ponto de vista e escala de
objetos [4].

Pelos motivos citados acima, pode-se esperar que solucoes mais complexas de-
vem ser utilizadas para se obter boas acuracias para esse tipo de situagao re-
alistica, em comparacao com ambientes controlados. Métodos de extracao de
caracteristicas baseados em representacoes locais sao comumente utilizados para
estes problemas, possuindo desempenho equivalente ou até superior ao de algu-

mas arquiteturas profundas. Para as bases UCF Sports e UCF50, o estado da



arte ¢ composto por estes métodos, atingindo acuréicias de 88.2% e 94.4% res-
pectivamente ([19], [20]). Uma das principais hipoteses para este desempenho
superior de métodos mais antigos em comparacao com redes neurais profundas

para estas bases de dados se baseia na “insuficiéncia de dados disponiveis” [1].

Outra abordagem bastante utilizada para resolver problemas mais complexos
de reconhecimento de agoes humanas envolve a fusao entre métodos de extracao
de caracteristicas locais com arquiteturas de redes neurais profundas. Utilizando-
se esta abordagem, foram obtidos resultados de estado da arte para as bases
HOLLYWOOD e Olympic Sports, com acuréacias de 73.7% e 96.6% respectiva-
mente ([21], [22]). Estes resultados oriundos de arquiteturas mistas demonstram
empiricamente que as estruturas aprendidas pelas redes neurais sao complemen-

tares as caracteristicas extraidas por algoritmos de representagao local [1].

2.4 Reconhecimento de interacoes entre miiltiplas pessoas

A segao anterior 2.3 analisou pesquisas focadas, principalmente, em atividades
de baixo nivel, como pular, correr e acenar a mao. Essencialmente, essas ativi-
dades envolvem um tnico elemento, sem nenhuma interagao entre duas ou mais
pessoas. Porém, desde atividades como um simples aperto de mao até um jogo de
futebol envolvem movimentos de diferentes pessoas. A grande dificuldade, no en-
tanto, é entender que tais interacoes abrangem muito mais do que simplesmente
analisar as acoes de cada pessoa separadamente. Por exemplo, em um jogo de
futebol é uma tarefa muito mais dificil localizar e acompanhar miltiplos elemen-
tos sincronizadamente para assim classificar a atividade como “jogando futebol”,

ao invés de simplesmente, “correndo” [23].

Ha ainda outros desafios no reconhecimento de interagoes a partir de videos.
O mais notéavel é a mudanga no angulo da camera [23|, que afeta como a intera-
¢ao é observada. Enquanto aplicagoes como vigilancia utiliza cameras estaticas,
outras como esportes e videos gravados a partir de smartphones sao gravacoes
dindmicas. Idealmente, o reconhecimento da interacao deveria ser invariante a
variacao do angulo da camera. Porém, dependendo do ponto de vista, é possivel
que, durante uma interacao, partes do corpo de uma pessoa estejam bloqueadas
pelo corpo da outra pessoa. Assim, movimentos fundamentais podem nao estar

visiveis, prejudicando o reconhecimento da interacao. Em segundo lugar, exis-



tem as chamadas variagoes intra-classe [24|. Ou seja, a¢oes dentro da mesma
classe podem ser expressas por diferentes pessoas através do movimento de di-
ferentes partes do corpo. Por exemplo, a interacao de cumprimentar uma outra
pessoa pode ser feita através de um aperto de mao ou através do contato entre
as bochechas de duas pessoas. O estudo de interagoes entre pessoas é ainda mais
desafiador devido a falta de grandes e variadas bases de dados [25]. A maioria
deles tém um escopo bastante limitado, como esportes ou vigilancia e nao ha um
padrao comum entre as classes de interacoes. Por exemplo, um aperto de mao
pode ser uma classe propria ou parte da classe cumprimento. Além disso, uma
mesma base de dados pode conter tanto atividades de uma tnica pessoa e, ao
mesmo tempo, interagdes entre multiplas pessoas, como ¢ o caso de UCF101 [26],
UCF50 [27], Hollywood2 [28], o que dificulta o teste e a validagao de métodos de

reconhecimento de interacoes.

Analogamente ao problema de reconhecimento de a¢bes com uma tinica pessoa,
existem dois métodos principais para a classificagdo de interagoes a partir de

videos:
- Métodos baseados em extragao de caracteristicas locais
- Métodos baseados em modelos profundos

Tais abordagens sao usadas para resolver uma ampla gama de problemas e duas
grandes aplicacoes sao o reconhecimento de interagoes sociais e o reconhecimento

de interacoes para um sistema de vigilancia automatico.

2.4.1 Interacoes sociais

As interagoes sociais envolvem uma gama muito ampla de atividades, como,
por exemplo, beijar, abragar e apertar a mao de uma outra pessoa [5]. Analoga-
mente aos métodos da segao 2.3, em geral, as abordagens baseadas em extracao
de caracteristicas locais comecam identificando caracteristicas de baixo nivel para
depois reconhecer as atividades de alto nivel [25]. Assim, é possivel reconhecer
tais interacoes da mesma forma que o reconhecimento de agoes de uma tnica pes-
soa [29, 30]. Um aperto de mao, por exemplo, pode ser reconhecido pelas agoes
simultaneas de duas pessoas como “esticar o brago” e “recuar o brago” [29|. Porém,

o desempenho de tais métodos nao é tao bom pelo fato do reconhecimento de tais
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interacoes envolverem mais do que simplesmente analisar as acoes de cada pes-
soa separadamente. E necessério, também, analisar as relacoes espaco-temporais
entre os diferentes individuos envolvidos. Informacoes como movimentacgao e po-
sicionamento de cada pessoa e aos seus arredores sao essenciais para um bom
resultado e foram largamente empregadas [31, 32, 33, 34, 35]. As pessoas reali-
zando atividades como beijos, abragos e aperto de mao, por exemplo, possuem
alta proximidade fisica e a orientacao das suas cabecas pode fornecer informa-
¢oes relevantes, visto que durante uma interagao, supoe-se que duas pessoas estao
frente a frente [31].

Como mencionado na secao 2.3, a selecao manual das caracteristicas espaco-
temporais relevantes para o reconhecimento de interacoes nao é uma tarefa trivial.
Portanto, foram desenvolvidas muitas solu¢oes baseadas em modelos profundos.
Para o caso de reconhecimento de interacoes, também foram implementadas redes
de duas correntes [15, 36, 37|, redes espago-temporais [14, 38| e redes recorren-
tes profundas [39, 40]. Porém, os modelos profundos necessitam de uma grande
quantidade de dados para serem treinados. Apesar das bases de dados focadas
em interagoes humanas estarem crescendo, a quantidade de dados ainda ¢ rela-
tivamente baixa, dada a complexidade do problema [25]. Uma solugdo parcial
para isso seria a transferéncia de aprendizagem [41], visto que usar um modelo
pré treinado reduz o tempo de treinamento e a quantidade de dados necessaria
[25].

Considerando que atividades podem ser descritas por diversas modalidades
de caracteristicas, grande atencao tem sido dada aos métodos multimodais [24],
especialmente aqueles que focam no uso de emocoes para o reconhecimento de
atividades. Os estudos na area de computacao afetiva, por exemplo, partem do
pressuposto de que somente a informacao visual nao é suficiente para entender
atividades humanas e, portanto, informagao adicional é necesséria [42]. Entender
o contexto social e emocional em que duas pessoas se encontram pode ser crucial
para uma interpretacao correta da interagao. Por exemplo: colocar a mao no
ombro de alguém pode ser facilmente identificado, mas dependendo do contexto,
pode significar consolo ou simplesmente desejo de chamar a atencao da outra pes-
soa [25]. O ato de empurrar uma outra pessoa pode ser um ato de violéncia ou
simplesmente uma brincadeira amigéavel entre dois amigos. Assim, diversos auto-

res modelaram a habilidade de uma pessoa de expressar, reconhecer e controlar
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os seus estados afetivos em termos de gestos de maos, expressoes faciais, fala, ati-
vidades cardiacas e respiratorias e gestos dos ombros [43, 44, 45]. Porém, apesar
do futuro aparentar ser promissor, ainda hé grandes limitacoes relacionadas aos
métodos multimodais. A falta de bases de dados adequadas para testar e validar
a eficiéncia de sistemas multimodais, a dificuldade em relacionar caracteristicas
de baixo nivel extraidas de videos com conceitos de alto nivel, como emocoes, e a
dificuldade em selecionar caracteristicas relevantes, que muitas vezes sao grande-
mente dependentes da aplicacao sao alguns dos desafios que devem ser superados

no futuro proximo [24].

2.4.2 Interagoes na area de vigilancia

Essencialmente, ha trés tipos de anélise de videos de sistemas de vigilancia [46].
A anélise manual é aquela feita por uma pessoa que deve observar as imagens
das cameras uma a uma até identificar uma atividade suspeita. Ja a analise semi
automatica é aquela feita parte por uma pessoa, parte por um sistema automati-
zado. Por fim, a analise automatica é aquela feita por um sistema auténomo, onde
a andlise, o processamento e a classificacao do evento é independente de qualquer
intervengao humana. Dessas, a analise automatica é de grande interesse, pois o
monitoramento manual continuo e simultaneo de videos provenientes de diver-
sas cAmeras é cansativo e propenso a erros [47]. Além disso, atualmente, areas
publicas e privadas possuem uma crescente taxa de vigilancia, através de came-
ras instaladas nas mesmas. Ou seja, a alta quantidade de dados em formato de
videos faz o aprendizado de méquina uma técnica ainda mais interessante para

automatizar sistemas de vigilancia [48].

Uma grande area de pesquisa dentro de sistemas de vigilancia é a identificagao
automatica de atividades suspeitas [47]. Uma atividade suspeita é definida como
qualquer atividade fora do comum que expoe uma pessoa ou um grupo de pessoas
ao perigo em um contexto particular [49]. Considerando tal definigao, a vigilancia
automatica de atividades suspeitas a partir de imagens de video possui diversas
aplicagoes. Dentro da area de interagoes, especificamente, algumas delas seriam
a identificacao de atos de violéncia ou crimes e o monitoramento automético de
estudantes que estao fazendo provas [47]. No caso de atividades violentas ou cri-
minosas como vandalismo, roubos e brigas, elas nao podem ser interrompidas no
momento de seu inicio. Porém, um sistema de vigilancia inteligente pode reconhe-

cer tal atividade e acionar um alarme para ajudar a entidade de seguranca local
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a tomar as medidas necessarias. Ja um sistema de monitoramento de estudantes
fazendo provas tem como objetivo identificar atividades suspeitas como movimen-
tos incomuns da cabeca para proibir a copia, um estudante trocar de lugar com o
outro, o contato entre diferentes estudantes e a troca ilegal de material durante a
prova. As grandes vantagens de tal sistema sao detectar as atividades suspeitas,
encorajar a reducao delas e reduzir a necessidade de monitoramento manual, que
muitas vezes pode ser cansativo e propenso a erros [50]|. Novamente, para tais
problemas, existem solugoes baseadas em extragao de caracteristicas locais [51,
52, 53, 50| e baseadas em modelos profundos [54, 55, 56, 57].

2.5 Reconhecimento de interacoes humano-objeto

Desde atividades bésicas como atender o celular até atividades em grupo como
futebol envolvem diferentes objetos que sao cruciais para o reconhecimento das
mesmas. Assim, o reconhecimento de objetos e as suas interagoes com humanos
em uma cena pode auxiliar grandemente na tarefa de reconhecimento de ativi-
dades. Ele envolve entender a cena e o evento, reconhecer os objetos que podem
ser manipulados, analisar os movimentos humanos, e observar o efeito de tais
movimentos nos objetos presentes na cena [58|. Em geral, o reconhecimento de
interagoes humano-objeto é feito através da deteccao do objeto e da pessoa, além
da criagao das suas respectivas caixas delimitadoras. Apos isso, é feito o reconhe-
cimento da agao humana que é a chave para identificar a interagao humano-objeto
em questao [59]. Os resultados de tais etapas sdo, em geral, agrupadas nas tri-
plas <humano, agao, objeto> de forma bastante sucinta [58, 59, 60|. Um exemplo
disso é a figura 3 em que a interagao humano-objeto pode ser expressa pela tripla
<humano, segurar, copo>. Ou a figura 4 que mostra um exemplo de interagao

<pessoa, atender celular, celular>.

Figura 3: Exemplo de interacao humano-objeto <pessoa, segurar, copo>. Ex-
traido de [60].
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Figura 4: Exemplo de interacao humano-objeto <pessoa, atender celular, celu-
lar>. Extraido de [61].

Porém, a interpretacao de imagens e videos contendo pessoas interagindo com
diferentes objetos pode se tornar uma tarefa bastante complexa. Um desafio na
area, por exemplo, é identificar a interacao relacionada a dois objetos que sao
aparentemente semelhantes, como mostra a figura 5, que contém um spray na
esquerda e uma garrafa de dgua na direita. Um outro desafio é identificar inte-
racoes cujos objetos possuem trajetéria semelhante, como ilustra a figura 5. Por
fim, um desafio ainda maior ¢ distinguir entre interagoes que envolvem objetos se-
melhantes cujas trajetorias também sao semelhantes, como por exemplo, atender

celular e fazer uma ligacao, conforme ilustra a figura 6.

As solugoes para tais desafios sao, analogamente aos mencionados nas segoes
2.3 e 2.4, baseados em extragao de caracteristicas locais [58, 62, 63] ou em redes
neurais profundas [64, 59, 65] que sao capazes de modelar nao somente as relagoes

espaciais entre humano e objeto, mas também as suas relagoes temporais.

3 Requisitos

Para definir os requisitos que nortearao o desenvolvimento do sistema a ser
entregue no final deste trabalho de formatura, é necessario especificar o escopo
do problema a ser resolvido. Desta maneira, foi definido que o presente trabalho
ird focar no problema mais simples de reconhecimento de ac¢oes de uma pessoa

em ambientes controlados, detalhado na secao 2.3.1.
Portanto, a resolucao de situacoes que envolvam interacoes entre multiplas

pessoas - como explicado na se¢ao 2.4 - e interacao humano-objeto - visto na

se¢ao 2.5 - nao estarao dentro do estudo realizado neste trabalho.
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Figura 5: a) Objetos aparentemente semelhantes (spray na esquerda e garrafa
de 4dgua na direita). b) Trajetorias de interagdes que sdo semelhantes (atender
celular na esquerda e beber agua na direita). Extraido de [58].

Figura 6: Objetos e trajetorias de interagoes que sao semelhantes (atender celular
em cima e fazer ligacdo embaixo). Extraido de [61].

Para atacar o primeiro problema, o algoritmo a ser utilizado precisaria ser capaz
de detectar todos as pessoas presentes na cena, ser capaz de identificar quais de

fato estao envolvidas em alguma acao relevante e entender a interagao entre elas.

Quanto a deteccao humano-objeto, a interpretagao de sequéncias de videos
contendo pessoas interagindo com diferentes objetos também é uma tarefa com-

plexa. Ela envolve o reconhecimento dos objetos que podem ser manipulados, as
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pessoas presentes na cena, identificacao de quais participam ativamente da acao
relevante, analise de seus movimentos e observacao do efeito de tais movimentos

nos objetos presentes na cena [58].

Portanto a resolugao desta categoria de problemas demandaria conhecimentos
que vao muito além da deteccao de agoes para uma pessoa. Consideramos que
o entendimento do problema e aplicacao de um método que atenda aos requi-
sitos demandados por estes 2 problemas vao além do escopo deste trabalho de

formatura.

Adicionalmente, delimitar a extensao da complexidade do sistema a ser desen-
volvido para atuar apenas em ambientes controlados elimina 3 fatores que difi-
cultam o reconhecimento de acoes e o desempenho de algoritmos de aprendizado

de maquina em imagens e videos como um todo ([5], [1]). S&o eles:

e Variacoes de pontos de vista, ou seja, situagoes em que a camera nao é

estatica e muda seu angulo de filmagem:;
e Mudancas de iluminacao e oclusoes de objetos de interesse;

e Presenca de ruidos no fundo da cena: podem ser pessoas, animais ou objetos

nao-estaticos que nao sejam objeto de interesse para a deteccao da atividade.

3.1 Bases de dados

Se tratando de um problema a ser resolvido por meio de técnicas de aprendizado
de méaquina, o primeiro passo é definir qual base de dados sera utilizada para
treinar e testar o algoritmo. Esta deve conter uma quantidade suficiente de
videos categorizados, contendo apenas agoes de uma tinica pessoa, obtidas em um
ambiente controlado. Na literatura, as bases de dados Weizmann [66] e KTH [67|
foram extensamente utilizadas com o propésito de se estudar o mesmo problema

proposto para este trabalho.

A base Weizmann é composta por 90 sequéncias de videos de baixa-resolugao,com
taxa de 50 frames por segundo e cada frame com dimensao de 180x144 pixels.
Estas sequéncias demonstram 9 pessoas distintas, cada uma realizando 10 acoes.
Sao elas: andar, correr, trotar, polichinelos, pular para frente, pular e permanecer

no mesmo ponto, pular de lado, acenar com ambas as maos, acenar com uma mao
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e se curvar. Os videos se encontram em formato AVI, e o tamanho total da base
é de 340 MB. Este conjunto de dados é pioneiro no estudo de reconhecimento de

acoes, e considerado o mais simples para esta tarefa [4].

A base KTH é composta por 2391 sequéncias de videos, contendo 6 classes
distintas de acgoes: andar, trotar, correr, boxear, acenar e bater palmas. Tais
acoes sao realizadas diversas vezes por 25 pessoas em 4 cenarios diferentes: am-
bientes externos (sl), ambientes externos com variagao de escala (s2), ambientes
externos com variagao de vestimentas dos individuos filmados (s3) e ambientes
internos (s4). Para todos estes ambientes, o fundo ¢ homogéneo ao longo de uma
sequéncia, como uma camera estatica que captura videos a uma taxa de 25 frames
por segundo. Estas sequéncias ja foram previamente reescalonadas para 160x120
pixels, e na média, duram 4 segundos. Estas sequéncias sao gravadas em um ar-
quivo AVTI e sao disponibilizadas na internet em formato comprimido, totalizando
1,2 GB. Este conjunto de dados, em relagao a base Weizmann, adiciona um certo
grau de complexidade, com o acréscimo de novas classes em conjunto com uma

variagao de ambientes e vestimentas.

Estas bases, portanto, sao compostas por acoes humanas simples em ambientes
relativamente controlados. Desta maneira, entendemos que a implementacao de
um algoritmo de aprendizado de maquina (a ser definido e discutido na secao
seguinte) para ser treinado e testado em cima do escopo de agoes definidos por
essas bases ¢ um comecgo natural e adequado no estudo de atividades reconheci-
mento humanas. A relacao de ac¢oes a serem classificadas pelo algoritmo pode ser

vista na tabela 1.

Em seguida, apds obtermos os resultados de treino e teste do algoritmo nas
bases KTH e Weizmann, o objetivo serd montar uma base de dados propria,
contendo filmagens dos membros do grupo e conhecidos destes, performando as
acoes descritas na tabela 1, buscando analisar e entender a performance de um
algoritmo de aprendizado de maquina, variando as condi¢oes dos dados de teste

em relacao as encontradas nos dados de treino.
Com o centro deste trabalho de formatura na resolucao do problema de de-

tecgao de atividades humanas inicialmente a partir das bases KTH e Weizmann,

e em seguida testando em uma base propria, o objetivo serd o estudo do re-
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Tabela 1: Tabela com relagao de agoes presentes nas bases de dados escolhidas

Acgoes KTH Weizmann
Curvar X v
Polichinelo X v
Pular para frente X v
Pular no lugar X v
Correr v v
Andar de lado X v
Pular com 1 perna X v
Andar v v
Acenar com 1 mao X v
Acenar com 2 maos v v
Correr lentamente (trotar) v X
Lutar boxe v X
Bater palmas v X

Figura 7: Exemplos de frames da base de dados KTH. Extraido de [67].

conhecimento dos movimentos humanos, e como estes movimentos podem ser
classificados em diferentes agoes (para este trabalho, limitadas as agdes da tabela
1). Desta maneira, iremos deixar de lado informagoes que envolvam o ambiente,
objetos, outras pessoas e interacoes entre estas partes, uma vez que o escopo de

classificacao envolve apenas agoes simples. Portanto, iremos analisar a capaci-
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Figura 8: Exemplos de frames da base de dados Weizmann. Extraido de [66].

dade do algoritmo a ser implementado em aprender a classificar agoes apenas por

padroes de movimentacao do corpo humano.

3.2 Rede Convolucional Neural 3D

Primeiramente proposta por [13], o método selecionado para resolver o pro-
blema proposto foi a rede neural convolucional 3D (CNN 3D). A CNN 3D ¢ uma
rede espaco temporal que tem como diferencial a habilidade de capturar as de-
pendéncias espaciais intrinsecas as imagens (dois pixels adjacentes possuem alto
grau de correlagao) e as dependéncias temporais intrinsecas a sequéncias de fra-
mes (dois frames consecutivos também possuem alto grau de correlagdo). Ou seja,
ela combina a convolugao 2D com informacoes temporais, visto que redes con-
volucionais 2D conseguem obter informacoes espaciais de imagens com bastante
eficacia [68].

A diferenga entre as operagoes de convolugao 2D e 3D estao ilustradas nas fi-
guras 9 e 10. Uma convolugao 2D aplicada em uma imagem ou em um volume
de video vai resultar em uma outra imagem 2D e assim, redes convolucionais tra-
dicionais perdem a informagao temporal a cada operagao de convolugao. Apenas
a convolugao 3D preserva a informacgao temporal da sequéncia de frames, pois a
convolucao 3D aplicada em um volume de video tem como saida um outro volume
de video. Mais especificamente, a convolugao 3D é feita através de um filtro 3D

(ou kernel) que percorre as 3 dimensdes espaciais e temporal de um cubo que é
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formado através do empilhamento de diversos frames sequenciais do video [13].
Tal empilhamento de frames sequenciais para a formagao do cubo estao melhor

ilustrados nas figuras 10, 11.
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Figura 9: a) Convolugao 2D aplicada em uma imagem resulta em outra imagem.
b) Convolugao aplicada em um volume de video resulta em um outro volume de

video; ¢) Convolu¢ao em um volume de video tem como saida um outro volume
de video. Extraido de [14].

kernel

3D data

Figura 10: Ilustra¢do de uma convoluc¢ao 3D. Extraido de [69].

O racional por tras da escolha desta arquitetura se baseia em nosso objetivo
de detectar atividades humanas simples. Desta maneira, buscamos arquiteturas
que obtiveram resultados estado-da-arte em bases de dados contendo este tipo de
agao (as bases KTH e Weizmann que serao usadas neste trabalho sdo as princi-
pais expoentes). Neste caso, a arquitetura CNN3D apresentada por [13] obteve
resultados expressivos na base KTH, sendo que foi precursor para a elaboracao

de redes neurais mais complexas, capazes de analisar acoes envolvendo interagoes
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Figura 11: Ilustracao do empilhamento de uma sequéncia de frames. Extraido de
[70].

entre pessoas e objetos. Estas arquiteturas, porém, necessitam de uma quanti-
dade muito maior de dados para serem treinadas, que nao é o caso das bases
contendo acoes simples - a base Weizmann possui apenas 90 videos, enquanto
a base KTH é composta por 600 videos de apenas 15 segundos em média cada.
Concluindo, decidimos que inicialmente, a arquitetura a ser implementada sera
conforme a descrita por [13] e, uma vez que esta seja devidamente testada, iremos
montar uma base de dados com videos proprios contendo as mesmas agoes das
bases usadas para treinar e validar a arquitetura, visando testar a performance da

rede neural com variagoes nos angulos de filmagem e nos movimentos realizados.

3.2.1 Pré-processamento

A etapa de pré-processamento dos dados é realizada antes da entrada da rede,
com o intuito de acelerar o treino e teste da arquitetura, reduzindo a quantidade
de informagoes presentes nos frames que nao sejam tteis para o reconhecimento
e classificacao das atividades nele performadas. Esta fase consiste em 2 passos:
primeiramente, é utilizado o algoritmo de Modelos Mistos Gaussianos (Gaussian
Mixed Models ou GMM) para subtragao do fundo da imagem. Este algoritmo
esta presente na biblioteca open-source OpenCV, e seu funcionamento consiste
em modelar cada pixel de um video por meio de conjunto de distribui¢oes Gaus-
sianas, com o intuito de identificar se um dado pixel com uma intensidade RGB
determinada pode ser classificado como pertencente ao fundo ou ao plano frontal.
Desta maneira, é possivel isolar o objeto de interesse (em nosso caso, o corpo da
pessoa em movimento) do resto da cena (fundo estético). Para cada frame do

video, este algoritmo retorna uma maéscara correspondente ao plano frontal, e a
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partir desta, é extraida uma caixa delimitadora que engloba o objeto de interesse
mantendo apenas a porc¢ao do frame necessaria para reconhecer a atividade rea-
lizada. Em seguida, buscando reduzir os requisitos de memoria do computador,
a resolucao dos frames é reduzida. No caso do paper selecionado, para a base
KTH, sua resolucao foi de 160x120 para 80x60.

Apobs a etapa de pré-processamento dos videos, os frames sao empilhados em
grupos de 9, centrados em torno de cada frame presente no video. A idéia é
que cada pilha de 9 frames seja usada como entrada na arquitetura, onde a
rede ird gerar uma classificacdo para cada um desses cubos, e a classe final é a
mais frequente (método conhecido por majority voting - ou votagao por maioria).
Desta maneira, como pode ser visto na figura 13, a entrada possui dimensao
80x60x9. Em seguida, sao aplicados 5 tratamentos distintos para os frames,
gerando 5 canais de informacao distintos que serao usados para alimentar a rede
neural, sendo estes: gradientes e fluxo 6ptico nas direcoes X e Y, e escala de
cinza. Os canais dos gradientes X, Y e da escala de cinza contém 9 frames cada
um, enquanto que os fluxos 6pticos em X e Y contém 8 frames na saida para cada
um. Desta maneira, temos um total de 43 frames que irao alimentar a arquitetura
para cada pilha de frames. Uma visao geral e resumida dessa etapa de tratamento
de dados pode ser vista no diagrama da figura 12.

Optical
Flow

Frame Scalin Fnregrnund Gravecale
nrlglnal g extractlnn Y

Gradients

Figura 12: Diagrama resumindo a etapa de tratamento de dados.

3.2.2 Descrigao da arquitetura

Como dito na secao anterior, a arquitetura a ser implementada neste trabalho
foi descrita por [13] e consiste em uma rede neural convolucional, composta por
um total de 8 camadas (incluindo a entrada), e seu resumo pode ser visto na
tabela 2
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Tratando-se da arquitetura, sao realizadas 3 convolugdes. A primeira (C2) é
feita por 2 filtros distintos com dimensao espacial 9x7 e dimensao temporal 3. A
segunda (C4) é feita por 3 filtros de dimensao espacial 7x7 e dimensao temporal 3.
A tltima convolugao (C6) é feita por filtros 2D de dimensao espacial 6x4, para que
o tamanho dos mapas de caracteristicas resultante seja 1x1. Cada um dos 23*6
= 138 mapas de caracteristicas na camada S5 estao conectados aos 128 mapas
da camada C6 por meio destes filtros 2D. Além disso, apds cada convolucao 3D,
h& uma camada de subamostragem composta por filtros de dimensao 3X3, que
realizam um processo chamado max-pooling. Esta etapa ¢ importante para obter
maior invariancia e robustez contra ruidos e varia¢oes nas imagens, além de gerar
mapas de caracteristicas com dimensoes reduzidas [71|. No caso da arquitetura
proposta, usando um filtro de dimensao 3x3 ir4 dividir a dimensao horizontal e

vertical dos mapas por 3.

Ao final da arquitetura, os 9 frames de dimensao 80x60 foram reduzidos a
um vetor de caracteristicas com dimensao 128x1, condensando as informagoes
de movimentacao contidas nos 9 frames. Para realizar a classificacao, utiliza-se
uma rede neural totalmente conectada, de maneira que os 128 nés na entrada sao
conectados as 6 unidades de saida (correspondendo as 6 classes de agdes presentes

na base KTH), operando como um classificador.

23'6@18x12 23*6@6x4

T ™\

\
\‘Convulutiun
|

Hardwired 9x7x3

3D Convolution 3D Convelution

3x3
Max-pocling

Figura 13: Ilustracdo da arquitetura da rede 3D CNN sugerida por [13].

3.3 Configuracao do setup

Para realizar o estudo definido nesta secao, é necessario ter um ambiente de

desenvolvimento, onde o programa contendo o algoritmo de implementacao da
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Tabela 2: Arquitetura da CNN 3D proposta por [13]

Camada | Forma da Ativagao Tamanho da Ativagdo Numero de Parametros

Entrada 9 @ 80x60 43.200 0
Hi1 45 @ 80x60 206.400 0
C2 2x33 @ 72xH4 256.608 (9*7*3+1)*2 = 380
S3 2x33 @ 24x18 30.888 0
C4 6x23 @ 18x12 33.120 (T*7*3+41)*3 = 444
SH 6x23 @ 6x4 3.312 0
C6 128 @ 1x1 128 (128*%138+1) = 17.665
Saida 6 @ 1x1 10 (128*10+1) = 1281

rede neural convolucional 3D possa ser compilado e executado. Assim, os mode-
los de aprendizado profundo serao desenvolvidos utilizando o TensorFlow que é
uma biblioteca open-source e gratuita desenvolvida pela Google em Python [72].
Adicionalmente, é necessario possuir um espago para armazenar as bases de dados
KTH e Weizmann e que possa ser acessado pelo cédigo de implementagao, que
ira utilizar estas bases para realizar o treinamento e o teste da rede neural. Para
tal, sera utilizado o Google Colab, que se trata de um ambiente interativo que
permite escrever codigos em Python e roda inteiramente na nuvem. Desta ma-
neira, é possivel armazenar as bases de dados neste mesmo ambiente, que possui

320 GB disponiveis para serem utilizados para cada sessao.

Este ambiente de desenvolvimento também permite o uso de CPUs e GPUs
hospedadas na nuvem por até 12 horas. A GPU disponibiliza até 12 GB de
memoéria RAM, e a CPU possui um processador de 2.3GHz. Resultados estado
da arte para as bases KTH e Weizmann, usando arquiteturas de redes neurais
convolucionais 3D usaram um setup consistindo em um PC com processador Intel
Core 17 e 8GB de memoria RAM [73]. Desta maneira, é possivel garantir que as

configuragoes do Google Colab serao suficientes para a realizacao deste trabalho.

4 Resultados

Para gerar os resultados desta se¢ao, foram utilizados todos os requisitos lista-
dos na se¢ao 3. Assim, primeiramente seré feito o processamento das imagens de
video que é o mesmo para todos experimentos. Apoés isso, o modelo convolucional

implementado sera treinado sobre as diferentes bases de dados (Weizmann, KTH
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e base de dados propria) e para melhorar o desempenho do mesmo, diferentes
hiperparametros e técnicas de regularizacao serao explorados. Por fim, sera feita
uma comparagao entre o modelo do presente trabalho e do artigo [13], que foi um

dos precursores da rede convolucional 3D.

4.1 Pré-processamento

A etapa de pré processamento foi implementada utilizando a biblioteca OpenCV
e a sua documentacao em alto nivel esta inserida no apéndice dentro do médulo
image processing.py. Ela segue a estrutura descrita na figura 12 e um exemplo

da etapa de pré processamento aplicada na acao “bend"do dataset Weizmann

contendo os cinco canais de informagao é apresentado nas figuras 14, 15, 16, 17,
18 e 19.

Figura 14: Frames originais da acao "bend"do dataset Weizmann. Extraido e
adaptado de [66]

Figura 15: Frames em tons de cinza apoés scaling e foreground extraction

4.2 Base de dados Weizmann

Inicialmente, foi realizado o treino da arquitetura utilizando os videos da base
Weizmann. Para realizar o treinamento, utilizamos a funcao de otimizacao de
gradiente descente estocastico (Stochastic Gradient Descent - SGD), a funcao de

perda definida foi a entropia cruzada categorica e a métrica usada para definir a
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Figura 17: Gradiente na direcao Y a partir dos frames em tons de cinza

+*
* *

Figura 18: Fluxo 6ptico na direcao X a partir dos frames em tons de cinza

Figura 19: Fluxo 6ptico na direcao Y a partir dos frames em tons de cinza
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precisao de classificagdo da rede foi a acuracia (propor¢ao entre acertos e nimero

de exemplos total).

Uma vez que a base possui 90 videos (sendo 9 videos para cada uma das 10
classes), decidimos dividir a base entre 80 videos para treino e 10 videos para
teste (1 video para cada classe). Como pode ser visto na figura 20, obtivemos
uma perda de 0.23 e uma acuracia de treino de 92.6% usando essa configuracao,
apos 3 épocas (a base de dados foi alimentada para a rede neural 3 vezes) e com
um lote de 32 pilhas de frames (o treino em cada época é feito em partes, dividido
em grupos de 32 pilhas de frames cada). Essas pilhas de frames sdo os grupos
de 9 frames conforme descrito na secao 3.2.1. Além disso, pode-se considerar
que as acuracias de treino mencionadas neste presente trabalho sao referentes aos
empilhamentos de 9 frames classificados corretamente. Ou seja, para a base de

dados Weizmann, 92,6% das pilhas de frames foram classificadas corretamente.
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Figura 20: Graficos das curvas de perda e de acuracia em funcao do ntmero de
épocas na base Weizmann

Apos obter este resultado no treino, fizemos o teste com os 10 videos, obtendo
uma acuracia de apenas 60%, ou seja, 6 classes de 10 foram preditas correta-
mente. Concluimos que a base possui um tamanho pequeno para treinar uma
arquitetura de rede neural, o que leva a um sobreajuste nos parametros da ar-
quitetura (elevada acurécia de treino em comparagao com uma acurécia de teste
reduzida). Adicionalmente, apenas 1 video para cada classe é uma quantidade
muito pequena para se obter uma métrica de acuracia que realmente indique a
capacidade preditiva do algoritmo. Desta maneira, existem algumas alternativas

que podemos utilizar para mitigar a questao da escassez de dados desta base.
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Entre elas, iremos adotar o uso de técnicas de aumento de dados (data augmen-
tation) para gerar novos videos a partir dos ja existentes; o treinamento usando
validagao cruzada também sera feito, uma vez que ele permite obter a acura-
cia para diferentes combinacoes de dados de treino e teste, nos fornecendo uma

percepcao melhor da capacidade de generalizacao verdadeira da rede.

4.2.1 Data Augmentation para o treino na base Weizmann

Conforme visto na se¢ao 4.2 foi aplicada a técnica de data augmentation para
resolver o problema de overfitting [74]. Inicialmente, foram aplicadas as seguintes
transformacoes geométricas: inversao horizontal dos frames, inversao vertical dos
frames e rotagao em 45 graus dos frames. As figuras 21, 22 e 23 mostram exem-
plos dessas trés transformacoes na acao “bend” do conjunto de dados Weizmann.
Assim, considerando que todos os videos sofrerao trés transformagoes, a quanti-
dade de videos e de frames para treino ird aumentar em quatro vezes e, portanto,
a técnica tem um grande potencial para solucionar o problema de overfitting.
Essa relacao entre o ntimero de frames antes e depois da aplicagao da técnica de

data augmentation esté expressa na tabela 3.

Figura 21: Frames invertidos horizontalmente da agao “bend” da base de dados
“Weizmann”. Extraido e adaptado de [66]

1
H " .\. | |

Figura 22: Frames invertidos verticalmente da acao “bend” da base de dados
“Weizmann”. Extraido e adaptado de [66]
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Figura 23: Frames rotacionados em 45 graus da agao “bend” da base de dados
“Weizmann”. Extraido e adaptado de [66]

Tabela 3: Tabela com nimero de frames no dataset Weizmann antes e depois da
técnica de data augmentation

Acdes Quantidade de frames
Original | Data Augmentation
Andar 399 1596
Curvar 378 1512
Correr 164 656
Andar de lado 216 864
Acenar com 1 mao | 417 1668
Acenar com 2 maos | 397 1588
Polichinelo 498 1992
Pular no lugar 308 1232
Pular com 1 perna | 213 852
Pular para frente 215 860

Na etapa de validagao do modelo, os mesmos conjuntos de treino e de teste da
secao 4.2 foram utilizados, ou seja, 80 videos para treino e 10 videos para teste.
Entretanto, mesmo com o aumento do nimero de frames, os resultados obtidos
nao foram satisfatorios. Apos um treino de 15 épocas, a acurécia de treino foi de
72.8%, enquanto que a acuracia de teste foi de apenas 30%. Ou seja, o modelo
conseguiu classificar corretamente apenas 3 videos dos 10 de teste. As curvas de

perda e acuracia de teste por época podem ser vistas na figura 24.

Uma possivel razao para o desempenho baixo da rede é a discrepancia entre os
numeros de frames por classe, como expressa na tabela 3. A classe "Polichinelo",
por exemplo, possui 1992 frames, trés vezes mais do que a classe "Correr"que
possui apenas 656 frames. Portanto, para mitigar tanto a questao da escasse
de dados desta base e o desbalango entre o niimero de frames por classe, serao

adicionados videos de uma base de dados propria, conforme descrito na secao 4.4.
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Figura 24: Graficos das curvas de perda e de acuracia em fung¢ao do nimero de
épocas na base Weizmann com data augmentation.

4.3 Base de dados KTH

A base KTH é composta por 6 agoes distintas, sendo que h& um total de 25
pessoas diferentes realizando cada uma dessas atividades em 4 cenérios diferentes.
Portanto, ao todo ha 600 videos nesta base. Seguindo a divisao destes dados em
treino e teste feita por [13], sdo usados todos os videos de 16 pessoas para treinar
a arquitetura (384 videos), e os videos das 9 pessoas restantes para testar (216

videos).

Um grande problema enfrentado durante o treinamento usando essa rede se deu
por conta do preenchimento da memoria RAM. O Google Colab possui até 12
gb disponiveis, sendo que o espaco ocupado por todos os frames, adicionados aos
frames pré-processados que compoem os 5 canais de informagao acabam neces-
sitando de um armazenamento maior. Para contornar este problema, utilizamos
uma fungao geradora em Python, no qual as pilhas de frames sao alimentadas
como entrada na rede neural em grupos separados, de modo que a memoria RAM

nao seja sobrecarregada com todos os dados de treino de uma tnica vez.
Para garantir que a rede neural nao tenha problemas de sobreajuste, imple-
mentamos o treinamento de modo que as pilhas de frames oriundas de videos de

classes distintas sao alimentadas para a arquitetura de maneira aleatoéria.

Realizando o treino apo6s 40 épocas e usando os mesmos parametros utilizados

para o treino da base Weizmann(otimizador SGD, func¢éo de perda ¢ a entropia
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cruzada categorica e acuracia como métrica de classificagao), obtivemos uma acu-
racia de 99% de treino, com uma perda de 0,015. Esses dados podem ser vistos

na imagem 25.
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Figura 25: Graficos das curvas de perda e de acuracia em fung¢ao do nimero de
épocas na base KTH.

A acurécia de teste obtida com essa rede treinada foi de apenas 42,59%, in-
dicando que ainda ha uma melhora consideravel para ser feita neste treino. Em
particular, notamos que ha uma grande quantidade de frames nos videos dessa
base que nao possuem qualquer informagao de movimento realizada pelos indivi-
duos filmados, ou seja, a camera capturou apenas o fundo estatico. Isto ocorre
nas classes andar, correr e correr lentamente (trotar), onde por varios segundos,
o individuo acaba saindo do campo de filmagem da camera, principalmente para
as 2 ultimas classes. Acreditamos que estes frames possam atrapalhar o treina-
mento da rede, uma vez que nao estao de fato transmitindo qualquer informacao
a respeito do movimento que se deseja classificar. Para demonstrar isso empirica-
mente, analisamos as predigoes feitas pela rede treinada, e notamos que a acuracia
para essas 3 classes era menor - em torno de 30%, enquanto que as classes de bater

palmas e acenar possuiam melhor desempenho - em torno de 60%.

4.3.1 Alteracoes na base KTH

Tendo em vista os problemas que enfrentamos com a base KTH descritos na
secao 4.3, realizamos o tratamento de todos os videos das classes correr e andar,
cortando cada video e deixando apenas os frames que continham o corpo da

pessoa completamente enquadrado e realizando o movimento descrito pela classe.
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A edigao foi feita utilizando o aplicativo Fotos do Windows. Desta maneira, a
quantidade de videos das classes correr e andar aumentaram em 4 vezes, na

medida que cada video original foi cortado e dividido em outros 4 videos.

Além disso, ap6s uma analise feita a respeito das 6 classes presentes na base,
concluimos que as classes boxear e correr lentamente (trotar) seriam retiradas
de nossos testes. Para a classe boxear, nossa decisao partiu da conclusao de que
esta agdo nao possui relevancia em ser detectada para fins praticos (vigilancia,
monitoramento de multidoes). Quanto a classe trotar, concordamos que nao ha

valor pratico em diferencia-la da classe correr, e decidimos manter apenas a 2.

Desta forma, realizamos os testes com esta base usando 4 classes: correr, andar,
acenar e bater palmas. Inicialmente, buscamos equilibrar o nimero de frames por
classe, de maneira a manter a base de treino balanceada. A tabela 4 mostra a
quantidade média de frames por cada video de cada classe. Portanto, utilizamos
os 400 videos da classe correr (4 vezes mais videos devido as edigoes feitas nesta
classe), que possui a menor quantidade de frames disponiveis (12970 frames), e
utlizamos os videos das outras classes de maneira que estes tivessem a quantidade
de frames mais proxima possivel deste patamar. Ao final, a classe Andar possuia

44 videos, Acenar possuia 30 videos, e bater palmas possuia 24 videos.

Tabela 4: Quantidade média de frames por video para cada classe

Classe Frames por video
Andar 292 frames
Correr 130 frames
Acenar 537 frames
Bater Palmas 431 frames

Usando esta configuracao para nossas bases de treino, obtivemos uma acuracia
de 95% de treino e uma perda de 0.14. O treino foi realizado utilizando o SGD
como algoritmo de otimizacao, por um total de 50 épocas. O resultado dele pode

ser visto na figura 26.

Destrinchando a acuracia na base de teste, notamos que esta varia em grande

escala para cada classe: correr possui uma acuracia muito elevada de 94.53%,
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andar obteve uma boa acuracia de 76.56%, enquanto que acenar possui um in-
dice de acertos de 45.71%, e bater palmas possui apenas 11.11% de seus videos

classificados corretamente.
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Figura 26: Gréaficos das curvas de perda e de acuracia em funcao do nimero de
épocas na base KTH com frames balanceados e editados.

Tabela 5: Acuracia na base de teste

Classe Acuracia de teste
Andar 76.56%
Correr 94.53%
Acenar 45.71%

Bater Palmas 11.11%

Base completa 84.82%

Analisando-se a discrepancia nos resultados obtidos para cada classe com esta
configuragao, concluimos que o balanceamento deveria ser feito por quantidade
de videos, e nao de frames. Isso se deve a caracteristica dos videos das classes de
acenar e bater palmas: apesar de possuirem uma quantidade de frames conside-
ravelmente maior que as classes de correr e andar, a informacao contida nesses
videos é repetida - ou seja, os movimentos realizados ao longo do video sao muito
repetitivos, ao contrario dos videos de correr e andar, que possuem padroes de
movimentos variados ao longo de uma quantidade reduzida de frames. Logo,
consideramos que o correto de fato seria balancear nossas bases de treino e teste
por namero de videos originais. Desta maneira, usamos os 100 videos disponiveis
para as classes de acenar e palmas, e os 400 videos para as classes de correr e

andar (que contém a mesma quantidade de informagao dos 100 videos originais).
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Apos alguns testes, observamos que o melhor resultado foi obtido com o treino
por 50 épocas. Acima disso, a rede ficava sobreajustada e pecava na performance
na base de testes. Desta forma, obtivemos uma acuracia de 95.6% e uma perda

de 0.19. O gréfico do treino pode ser observado na figura 27.
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Figura 27: Gréaficos das curvas de perda e de acuracia em fung¢ao do nimero de
épocas na base KTH com videos balanceados e editados.

Com esse modelo treinado, ele obteve uma performance consideravelmente su-
perior na base de treino em comparacao com o treino realizado com frames ba-
lanceados. Quanto aos resultados obtidos na base de teste, a acuracia ficou mais
equilibrada entre as 4 classes. Enquanto que o modelo treinado com frames ba-
lanceados possuia acuracia elevada para correr, mediano para andar e pecava
para bater palmas e acenar, o modelo com videos balanceados performa muito
bem para andar, correr e bater palmas, e continua com uma performance mediana

porém superior para acenar.

E importante destacar que para calcular as acuracias de cada classe, dividimos a
quantidade de acertos pela quantidade de videos. Em contrapartida, para calcular
a acuracia da base, fizemos uma média simples, somando todas as acurécias
e dividindo pelo ntimero de classes, uma vez que se fizéssemos a divisao pela
quantidade de videos total, as classes andar e correr teriam um peso 4 vezes

maior que as classes acenar e bater palmas.
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Tabela 6: Acuracia na base de teste

Classe Acuracia de teste
Andar 92.19%
Correr 92.19%
Acenar 60.00%

Bater Palmas 94.29%

Base completa 84.67%

4.4 Base de dados prépria

Os videos da base de dados propria seguem a mesma estrutura dos videos da
base Weizmann e KTH: eles contém apenas agoes de uma tinica pessoa executadas
em um ambiente controlado. No momento ha um total de 560 videos com um
tamanho total de 615,8 MB. Eles representam 80 pessoas distintas com cada uma
executando 7 acoes diferentes: pular no lugar, acenar com as duas maos, bater
palmas, andar da direita para a esquerda e da esquerda para a direita e correr da
esquerda para a direita e da direita para a esquerda. Além disso, essas 7 acoes
foram classificadas em apenas 5 classes: pular, acenar, bater palmas, andar e
correr. Essa relacao entre as acoes e suas respectivas classes podem ser vistas na
tabela 7 e alguns exemplos de uma pessoa executando tais agoes podem ser vistos

na figura 28.

Tabela 7: Tabela com relacao de agoes presentes nas bases de dados escolhidas

Acgoes Classes

Pular no lugar Pular

Acenar com as duas maos Acenar
Bater palmas Bater palmas

Andar da direita para a esquerda Andar

Andar da esquerda para a direita Andar

Correr da direita para a esquerda Correr

Correr da esquerda para a direita Correr

As agoes foram escolhidas de modo a se obter uma quantidade de videos o mais
balanceada possivel entre as classes, utilizando-se também as bases Weizmann e
KTH.
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Figura 28: Exemplos das agoes acenar, pular, bater palmas, andar e correr da
base de dados propria

4.4.1 Pré processamento

A etapa de pré processamento é a mesma que foi aplicada aos conjuntos de
dados Weizmann e KTH e segue a mesma estrutura descrita na figura 12. Um

exemplo da etapa de pré processamento aplicada na acao “handwaving"do dataset

contendo os cinco canais de informagao é apresentado nas figuras 29, 30, 31, 32,
33 e 34.

Figura 29: Frames originais da acao "handwaving"da base de dados propria.
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Figura 30: Frames em tons de cinza apoés scaling e foreground extraction

Figura 32: Gradiente na direcao Y a partir dos frames em tons de cinza

Figura 33: Fluxo 6ptico na direcao X a partir dos frames em tons de cinza

Figura 34: Fluxo 6ptico na direcao Y a partir dos frames em tons de cinza
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4.4.2 Conjuntos de treino e de teste

De inicio, foi feita a seguinte divisao: 70 pessoas para o conjunto de treino e 10
pessoas para o conjunto de teste. Conforme explicado na se¢ao 4.4, cada pessoa
executa duas agoes para as classes andar e correr (da direita para a esquerda
e da esquerda para a direita). Isso implica que as classes pular, acenar e bater
palmas terao 70 videos cada uma no conjunto de treino, enquanto que as classes
andar e correr terao 140 videos cada uma. Adicionalmente, conforme explicado
no final da secao 4.2.1, o desbalanco no nimero de frames por classe pode ser
um problema no treinamento da rede. Por isso, também foi feita a contagem de
frames por classe para cada um dos conjuntos. Essas relagoes entre a quantidade
de videos e de frames de cada uma das classes para cada um dos subconjuntos

de dados esta expressa na tabela 8.

Tabela 8: Tabela com ntimero de frames no dataset Weizmann antes e depois da
técnica de data augmentation

Classes Quantidade de videos - Quantidade de frames
Treino | Teste | Total
Pular 70 - 9049 10 - 1196 | 80 - 10245
Acenar 70 - 9872 10 - 1320 | 80 - 11192
Bater palmas | 70 - 10021 | 10 - 1149 | 80 - 11170
Andar 140 - 13745 | 20 - 1713 | 160 - 15458
Correr 140 - 7430 | 20 - 860 | 160 - 8290

4.4.3 Treinamento da rede

A rede foi treinada por um total de 40 épocas atingindo uma acuracia e perda
de treino de 99,78% e 0,0057, respectivamente (vide figura 35). Porém, apesar
dos resultados satisfatorios no treino, observamos que ocorreu overfitting apos
a oitava época, pois, segundo a tabela 9, apds a oitava época a acuracia no
conjunto de teste se estabilizou. Portanto, sera necessario implementar técnicas
de regularizagao na arquitetura da rede neural para melhorar a capacidade de

generalizacao da mesma.

4.5 Base de dados final

A base de dados final foi composta combinando os videos da base de dados

propria com os videos da base de dados KTH e, portanto, ela também contém
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Figura 35: Curvas de acuracia e de perda apos 40 épocas para o treinamento da
rede na base de dados propria

Tabela 9: Acuracia e perda no conjunto de dados de teste utilizando a técnica de
majority voting

’ Classes \ 8 épocas \ 9 épocas \ 10 épocas \ 11 épocas \ 40 épocas ‘
Acenar 20% 20% 20% 40% 40%
Bater palmas | 50% 30% 30% 50% 40%
Pular 70% 90% 80% 80% 50%
Andar 65% 75% 75% 75% 65%
Correr 70% 65% 70% 60% 75%
Acuréacia geral | 59% 60% 60% 63% 58,57%

apenas acoes de uma tnica pessoa executadas em um ambiente controlado. A
tabela 10 mostra a quantidade de videos de cada classe para cada uma das bases

de dados.

Tabela 10: Quantidade de videos de cada classe para cada dataset

Base de dados KTH | Propria | Total
Andar 400 160 560
Correr 400 160 560

Quantidade de Pular 0 80 80

videos por classe | Bater Palmas | 100 80 180
Acenar 100 80 180
Total 1000 | 560 1560

Segundo a tabela 10, ha uma discrepancia significativa entre a quantidade de
videos de cada classe. A base KTH, por exemplo, conforme a secao 4.3.1, nao
possui nenhum video da classe pular. Além disso, cada video das classes andar

e correr foram processados de forma a gerar 4 videos e, por isso, estas possuem
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quatro vezes mais videos do que as classes bater palmas e acenar. Ja no caso da
base de dados propria, foi explicado na secao 4.4, que as classes correr e andar

possuem duas vezes mais videos do que as restantes.

4.5.1 Resultados sem regularizagao

Inicialmente, a rede foi treinada sem o uso de regularizacao e utilizamos 64%
dos videos para treino e 36% dos videos para teste, conforme apresentado na
tabela 11.

Tabela 11: Quantidade de videos para treino e teste para cada classe de cada
base de dados

Base de Dados KTH Préprio | Total
Andar 956/144 | 102/58 | 358/202

. Correr 956,/144 | 102/58 | 358/202
(?eui?g;‘fs‘dge Pular 0 51/29 | 51/29
freino,/teste Bater Palmas | 64/36 51/29 115/65
Acenar 64/36 51/29 115/65

Total 640/360 | 357,203 | 997/563

Treinando a rede com os mesmos parametros utilizados para o treino da base
Weizmann e KTH (otimizador SGD, funcao de ativagao ReLU, entropia cruzada
categodrica como fungao de perda, acuracia como métrica de classificagao e learning
rate de 0,001) por 40 épocas, obtivemos uma acuracia de treino de 98,73% e as

acuracias de teste mostradas na tabela 12.

Tomando a classe correr como exemplo, uma acuracia de 62,4% significa que

% x 202 = 126 dos videos de teste foram classificados corretamente. Agora,

a média por quantidade de classes de 62,02% consiste apenas em uma média

simples entre as acuracias, ou seja, 0’99+62’4+654’6+60+24’1 = 62,02%. Ja a média
por quantidade de videos de 73,5% consiste em em uma média ponderada que
da mais peso as classes andar e correr por terem mais videos do que as outras
e reflete de forma acurada a quantidade de videos totais que foram classificados

corretamente, que sao 73, 5% * 563 = 414 videos. Em expressoes matematicas:

0,99 % 202 + 0, 624 % 202 + 0, 646 * 65 + 0, 6 % 65 + 0, 241 * 29
202 + 202 + 65 + 65 + 29

= 73,5%
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Tabela 12: Quantidade de videos para treino e teste para cada classe de cada

base de dados

Classe Acuracia de teste Quan’?idade Videos classificados
de videos corretamente

Andar 99% 202 99% * 202 = 200

Correr 62,4% 202 62,4% * 202 = 126

Acenar 64,6% 65 64,6% * 65 = 42

Bater Palmas 60% 65 60% * 65 = 39

Pular 24,1% 29 24.1% *29 =7

Média por

quantidade 62,02% - -

de classes

Média por

quantidade 73,5% 563 73,53% * 563 = 414

de videos

4.6 Regularizacao e otimizagao de hiperparametros

Observando os resultados listados na tabela 12, podemos observar que a arqui-
tetura treinada estd com um problema de sobreajuste, ou seja, ela esté aplicando
um peso muito grande aos ruidos presentes nos dados de treino durante seu apren-
dizado o que reduz a capacidade da rede de generalizar bem para dados nunca
vistos (o que justifica uma grande discrepancia entre a elevada acuracia nos dados

de treino e a baixa acuracia nos dados de teste).

Para contornar o problema do sobreajuste, as secoes irao focar em otimizar os
hiperparametros do modelo e em algumas técnicas de regularizacao. Para todas
as execugoes desta secao, pode-se considerar que o modelo foi treinado por 40

épocas, com exce¢ao da configuracao da segao 4.6.6.

4.6.1 Escolha do otimizador

A escolha do otimizador correto para minimizar a funcao de perda de uma rede
neural é essencial para o bom desempenho da mesma. Portanto, foram testados
os reconhecidos otimizadores Adam (Adaptive Moment Estimation), Adagrad e
Adamaz [75]. A configuragao da rede e os parametros utilizados sd@o os mes-
mos da secao anterior 4.5.1 e a tabela 13 mostra os resultados obtidos para cada
um dos otimizadores. Segundo a tabela, pode-se verificar que o otimizador Ada-

max obteve o melhor desempenho, mas que houve um overfitting significativo,
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considerando as acuracias de treino e de teste. Portanto, nas préoximas segoes
serao explorados diferentes valores de hiperparametros e diferentes métodos de

regularizacao sempre utilizando o otimizador Adamaz.

Tabela 13: Comparacao de diferentes otimizadores para treino de 40 épocas

Otimizador | Acuréacia - Treino | Acuracia - Teste
Andar: 99%

Correr: 62,4%
Acenar: 64,6%
Palmas: 60%

SGD 98,73% Pular: 24,1%

Média por quantidade
de classes: 62,02%
Média por quantidade
de videos: 73,53%
Andar: 100%

Correr: 77,72%
Acenar: 80%

Palmas: 67,69%
Adam 98,86% Pular: 37,93%

Média por quantidade
de classes: 73,07%
Média por quantidade
de videos: 82,77%
Andar: 96,95%
Correr: 73,17%
Acenar: 80,43%
Palmas: 58,7%
Adagrad 92,85% Pular: 50%

Média por quantidade
de classes: 71,85%
Média por quantidade
de videos: 80,93%
Andar: 96,43%
Correr: 92,86%
Acenar: 91,67%
Palmas: 47,22%
Adamax 99,47% Pular: 56,25%

Média por quantidade
de classes: 76,88%
Média por quantidade
de videos: 86,86%
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4.6.2 Escolha do Learning Rate inicial

Um dos hiperparametros de suma importancia para o bom desempenho de
uma rede neural é o learning rate inicial. Segundo |76], valores tipicos deste
parametro se encontram no intervalo [107%, 1]. Portanto, foram testados os valores
{0,00025; 0,0005; 0,00075; 0,000875; 0,001 } novamente para 40 épocas, conforme
mostra a tabela 14, e foi concluido que o learning rate de 0,001 seria o mais

adequado para o treinamento da rede neural.

4.6.3 Escolha da funcao de ativagao

Para atingir resultados do estado da arte, é essencial a escolha de uma boa
funcao de ativagao. Portanto esta secao é dedicada & exploracao de diferentes
funcoes de ativacao. Até o presente momento, foi usada apenas a funcao de
ativagdo ReLU (Rectified Linear Unit), mas outras alternativas como om PReLU,
ELU, Leaky ReLU e SELU serao exploradas nesta segao [77|. Conforme a tabela
15, os resultados obtidos pelas diferentes funcoes de ativacao sao bem parecidos,
porém nao melhores que os resultados obtidos na sec¢ao anterior com o uso do
ReLU. Portanto, a funcao de ativagao ReLU continuara a ser adotada para os

proximos testes.

4.6.4 Escolha da taxa de Dropout

Uma técnica muito comum de regularizagao € a técnica de dropout. Ela consiste
consiste em zerar aleatoriamente alguns dos valores de entrada nas camadas da
rede neural, o que contribui para tornar a rede mais robusta a variagoes nos dados

de entrada e previne a ocorréncia do sobreajuste [78].

Segundo [78|, valores ¢timos da taxa de dropout variam entre 0 e 50%. Para
o caso da nossa arquitetura, as camadas de dropout foram adicionadas apds as
camadas convolucionais e, portanto, foram testados diferentes combinagoes de
taxas de dropout para as trés camadas convolucionais presente no modelo, con-
forme a tabela 16. A partir desta, pode-se concluir que as taxas de dropout de
15% nas trés camadas convolucionais trouxe o melhor desempenho e, portanto,

serao usadas para os proximos testes.
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Tabela 14: Comparagao do desempenho de modelos com otimizador Adamax
treinados por 40 épocas testando diferentes learning rates

Learning Rate

Acuracia - Treino

Acuracia - Teste

0,00025

98,4%

Andar: 100%
Correr: 67,3%
Acenar: 70,8%
Palmas: 81,5%
Pular: 6,9%

Meédia por quant.
Média por quant.

de classes:
de videos:

65,3%
78%

0,0005

99,53%

Andar: 99,5%
Correr: 73,3%
Acenar: 78,5%
Palmas: 75,4%
Pular: 24,1%

Média por quant.
Média por quant.

de classes:
de videos:

70,2%
81%

0,00075

86,33%

Andar: 0%
Correr: 0%
Acenar: 0%
Palmas: 100%
Pular: 0%

Meédia por quant.
Média por quant.

de classes:
de videos:

20%
11,6%

0,000875

99,77%

Andar: 99,5%
Correr: 71,78%
Acenar: 76,92%
Palmas: 81,54%
Pular: 44,83%

Meédia por quant.
Meédia por quant.

de classes:
de videos:

74,91%
82,06%

0,001

99,47%

Andar: 96,4%
Correr: 92,9%
Acenar: 91,7%
Palmas: 47,2%
Pular: 56,3%

Média por quant.
Média por quant.

de classes:
de videos:

76,9%
86,9%

4.6.5 Base de treino, teste e de validagao

A préxima subsecao focard no uso das técnicas de regularizacao de Learning

Rate Decay e de Farly Stopping. Para implementé-las de forma eficiente, é ne-
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Tabela 15: Comparacao do desempenho de modelos com otimizador Adamax e
Learning Rate inicial de 0,001 treinados por 40 épocas testando diferentes fungoes

de ativacao

Funcao de ativagao

Acuracia - Treino

Acuracia - Teste

ELU

94,32%

Andar: 98,21%
Correr: 74,11%
Acenar: 63,89%
Palmas: 80,56%
Pular: 12,5%

Média por quant.
Média por quant.

de classes:

de videos:

65,9%
79,2%

SELU

99,57%

Andar: 99%
Correr: 72,8%
Acenar: 73,9%
Palmas: 60%
Pular: 31%

Média por quant.
Média por quant.

de classes:

de videos:

67,3%
78,7%

PReLU

99,61%

Andar: 99,5%
Correr: 73,27%
Acenar: 70,77%
Palmas: 70,77%
Pular: 27,59%

Média por quant.
Média por quant.

de classes:

de videos:

68,4%
79,8%

Leaky ReLU

99,4%

Andar: 100%
Correr: 71,3%
Acenar: 73,9%
Palmas: 83,1%
Pular: 24,1%

Média por quant.
Média por quant.

de classes:

de videos:

70,5%
80,8%

cessario dividir a base de dados de outra forma, que inclui uma base de dados de

validacao, além da base de treino e teste. A proporcao escolhida foi de 60%, 20%

e 20% dos videos totais, respectivamente, para as bases de dados de treino, teste

e validagao. Tal divisao esté expressa na tabela 17.

4.6.6 Learning Rate Decay e FEarly Stopping

Empiricamente, a técnica de Learning Rate Decay traz grandes beneficios a

otimizacao e a generalizacao de uma rede neural. Ela técnica consiste em redu-

45




Tabela 16: Comparagao do desempenho de modelos com otimizador Adamax,
Learning Rate inicial de 0,001 e funcao de ativacao ReLLU treinados por 40 épocas
testando diferentes taxas de dropout

Taxa de Dropout
em cada camada
convolucional

Acuracia - Treino

Acuracia - Teste

15% - 15% - 15%

99,66%

Andar: 99,5%
Correr: 75,7%
Acenar: 81,5%
Palmas: 80%
Pular: 75,9%

Meédia por quant.
Média por quant.

de classes:
de videos:

82,5%
85,4%

25% - 25% - 25%

99,59%

Andar: 100%
Correr: 72,3%
Acenar: 86,2%
Palmas: 78,5%
Pular: 44,8%

Meédia por quant.
Média por quant.

de classes:
de videos:

76,3%
83,1%

25% - 50% - 25%

98,4%

Andar: 100%

Correr: 73,3%
Acenar: 72,3%
Palmas: 78,5%
Pular: 31%

Meédia por quant.
Média por quant.

de classes:
de videos:

1%
81,2%

37,5%-37,5%-37,5%

98,09%

Andar: 100%
Correr: 71,8%
Acenar: 66,2%
Palmas: 84,6%
Pular: 37,9%

Meédia por quant.
Média por quant.

de classes:
de videos:

72,1%
81%

37,5%-37,5%-50%

98,23%

Andar: 100%

Correr: 69,8%
Acenar: 70,8%
Palmas: 89,2%
Pular: 31%

Meédia por quant.
Média por quant.

de classes:
de videos:

72,2%
81%
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Tabela 17: Quantidade de videos de cada classe para base de treino, teste e
validacao

Dataset KTH Proéprio Total
Andar 240/80/80 | 96/32/32 | 336/112/112
Quantidade | Correr 210/80/80 | 96/32/32 | 336/112/112
de videos de | Pular 0 48/16/16 48/16/16
treino/teste/ | Bater Palmas | 60,/20/20 48/16/16 108/36/36
validagao Acenar 60/20/20 48/16/16 108/36/36
Total 600,200,200 | 336/112/112 | 936/312/312

zir o learning rate quando certas condigdes sao satisfeitas [79]. Ainda segundo
[79], acredita-se que tal técnica previne o modelo de memorizar ruidos e ajuda o
mesmo a aprender padroes complexos. Portanto, para a arquitetura proposta, foi
implementado um learning rate decay que reduz o learning rate a 20% do valor
anterior sempre que a perda de validagao nao diminuir apés cinco épocas por um

valor minimo de 0,01.

Adicionalmente ao Learning Rate Decay, pode-se usar a técnica de Farly Stop-
ping. O funcionamento dessa técnica é bem descrito na figura 36 e ela previne
o sobreajuste parando o treinamento da rede quando a acuracia da base de da-
dos de validagao deixa de aumentar [80]. Portanto, foi implementado um FEarly
Stopping que para o treinamento da rede caso a perda de validacao nao diminuir

ap0s oito épocas por um valor minimo de 0,01.

.

Error

Validation

Training

—
—

o ——

»

Stop training Number of epochs

Figura 36: Funcionamento da técnica early stopping. Extraido de [81].
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Os resultados obtidos estao mostrados na tabela 18. Segundo esta, ha reducao
no learning rate apo6s a época 15, pois nao houve reducao da perda de validacao
das épocas 11 a 15. Além disso, pode-se observar também que houve a ocorréncia
do Farly Stopping apo6s a época 18, visto que nao houve reducao na perda de
validacdo por 8 épocas (da época 11 a época 18). Comparac¢ao do desempenho
de modelos com otimizador Adamax, Learning Rate inicial de 0,001 e fungao de

ativacao ReLU treinados por 40 épocas testando diferentes taxas de dropout

Tabela 18: Acuracia e perda do modelo com otimizador Adamax, Learning Rate
inicial de 0,001, funcao de ativacao ReLU e camadas com Dropout de 15% para
as bases de dados de treino e validagao utilizando as técnicas de Learning Rate

Decay e Farly Stopping.

. Treino Validacao .
Epoca Acuracia - Perda | Acuracia -gPerda Learning Rate
1 38,6% - 1,17 53,8% - 0,865 0,001
2 58,7% - 0,81 63,1% - 0,725 0,001
3 68,3% - 0,66 69,3% - 0,65 0,001
4 76,7% - 0,53 76,8% - 0,5 0,001
5 80% - 0,45 80,1% - 0,44 0,001
6 84% - 0,39 79,9% - 0,489 0,001
7 86% - 0,33 84% - 0,37 0,001
8 89,2% - 0,27 85,4% - 0,4 0,001
9 89,3% - 0,27 84,4% - 0,374 0,001
10 92,1% - 0,2 87,2% - 0,341 0,001
11 93,3% - 0,16 84,3% - 0,39 0,001
12 94,1% - 0,15 88,5% - 0,337 0,001
13 95,2% - 0,126 85,8% - 0,468 0,001
14 96,1% - 0,104 88,3% - 0,346 0,001
15 96,4% - 0,097 88,9% - 0,385 0,001
16 98,3% - 0,05 88,8% - 0,413 0,0002
17 98,5% - 0,044 88,9% - 0,407 0,0002
18 98,6% - 0,04 89,2% - 0,417 0,0002

Por fim, utilizando a técnica de majority voting, o modelo conseguiu atingir as

acuracias de teste descritas na tabela 19.

4.6.7 Tempo de execucao

Utilizando a divisao de treino e de teste especificada na secao 4.5.1, foi obser-

vado que, utilizando a CPU do Google Colab, cada época de treino levava em
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Tabela 19: Acuracias de teste do modelo com as técnicas de Learning Rate Decay
e Farly Stopping.

Classe Acuracia de teste
Andar 98,21%
Correr 93,75%
Acenar 88,89%
Bater Palmas 77,78%
Pular 93,75%
Acurécia média por quant. de classes | 90,48%
Acurécia média por quant. de videos | 92,95%

torno de 2 horas e 45 minutos. Ou seja, para rodar as 40 épocas, o programa
levaria aproximadamente 111 horas e 50 minutos para terminar a execucao. Mas
utilizando a GPU, a duragao de cada época de treino reduziu drasticamente para
aproximadamente 13 minutos. Ou seja, o treino completo de 40 épocas levava em

torno de 8 horas e 50 minutos.

4.7 Andlise dos resultados

Conforme a se¢ao 4.5, a arquitetura proposta partiu de uma acurécia de teste
por quantidade de classes e por quantidade de videos relativamente baixas de,
respectivamente, 62,02% e 73,5%. Porém, apos a otimizacao dos hiperparametros
e a implementacao de técnicas de regularizacao tais acurédcias saltaram para,
respectivamente, 90,48% e 92,95%. A tabela 20 resume os ganhos trazidos por

cada etapa de melhoria da secao 4.5.

Uma observagao importante a se fazer é o aumento drastico na acuracia de teste
da classe pular. Isso se deve ao fato de que, conforme a tabela 10, ha poucos videos
desta classe. A classe pular tem, exatamente, 7 vezes menos observagoes que as
classes andar e correr e 2,25 vezes menos observagoes que as classes bater palmas e
acenar. Portanto, é razoavel pensar que nas primeiras duas configuragoes (inicial
e com a adi¢do do otimizador Adamax), ocorre overfitting do modelo nas classes
com mais observagoes e, por isso, as acuracias da classe pular sao bem baixas
(24,1% e 56,25%). Tal argumento ¢ ainda mais reforcado tendo em vista as
melhorias causadas pelo uso das técnicas de dropout, learning rate decay e early

stopping, visto que, através delas, a acuracia salta para um patamar de 93,75%.
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Tabela 20: Acuracias de testes apds cada etapa de otimizagao de hiperparametros
e regularizagao

Configuragao Acuracia de teste

Andar: 99%

Correr: 62,4%

Acenar: 64,6%

Inicial Palmas: 60%

Pular: 24,1%

Média por quant. de classes: 62,02%
Média por quant. de videos: 73,53%
Andar: 96,43%

Correr: 92,86%

Acenar: 91,67%

Otimizador: Adamax Palmas: 47,22%

Pular: 56,25%

Média por quant. de classes: 76,88%
Média por quant. de videos: 86,86%
Andar: 99,5%

Correr: 75,7%

Acenar: 81,5%

Dropout 15% - 15% - 15% | Palmas: 80%

Pular: 75,9%

Média por quant. de classes: 82,5%

Média por quant. de videos: 85,4%

Andar: 98,21%

Correr: 93,75%

Acenar: 88,89%

Palmas: 77,78%

Pular: 93,75%

Média por quant. de classes: 90,48%
Média por quant. de videos: 92,95%

Learning Rate Decay/
Early Stopping

4.8 Comparativo com o artigo original

Esta secao fara uma comparacao entre os resultados obtidos por este trabalho,
e o artigo no qual nos baseamos para implementar a arquitetura da rede neural

convolucional 3D [13].

Observando a tabela 21, o modelo desenvolvido na secao 4.3, sem o uso de
qualquer técnica de regularizacao, apresentou um resultado superior ao do artigo
original nas classes de bater palmas e correr e inferior nas classes andar e ace-

nar. A melhora no desempenho da classe correr (92.19% contra 79%) se deve ao
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Tabela 21: Comparativo de acuracia entre o artigo original e o presente trabalho,
utilizando a técnica de majority voting sobre os dados da base KTH.

Classes Sem Regularizacao | Com Regularizagao | Artigo original
Acenar 60% 95% 94%
Bater palmas 94,29% 85% 90%
Andar 92,19% 97,5% 97%
Correr 92,19% 96,25% 79%
Acuracia geral | 84,67% 93,44% 90%

trabalho feito para editar os videos, removendo os frames que nao adicionavam
qualquer informagao sobre a agao (procedimento descrito na sec¢ao 4.3.1) - isto
auxilia no treinamento da rede neural. Os videos da classe andar também tiveram
seus frames "vazios"removidos, porém a acuracia de teste em nosso trabalho aca-
bou ficando um pouco pior do que o artigo original (92.19% contra 97%), uma vez
que seus videos possuiam uma menor quantidade de frames a serem removidos em
comparac¢ao com a classe correr, e desta maneira, a remocao destes frames nao foi
relevante para melhorar a acuracia de teste desta classe. Para a classe bater pal-
mas, a acuracia no modelo sem regularizacao foi levemente superior ao do artigo
original (94.29% contra 90%). Na classe acenar, o desempenho foi consideravel-
mente pior. Analisando o comportamento da arquitetura mais detalhadamente,
notamos que as predigoes feitas em cima de uma grande quantidade dos frames
desta classe foram atribuidas a acao de bater palmas, o que indica que h& um
sobreajuste presente na rede neural, uma vez que o desempenho da arquitetura

na base de treino foi excelente para todas as agoes (95,6% de acuracia).

De maneira a entender o impacto que o uso da regularizagao possui na perfor-
mance da rede neural nos dados de teste, foi realizado o treinamento desta rede
neural convolucional 3D usando as mesmas técnicas de regularizacao descritas nas
secoes 4.6.4 e 4.6.6. Desta forma, foram inseridas as camadas de dropout antes
de cada camada convolucional da arquitetura com uma taxa de 0.15, e a base de
dados utilizada foi a KTH com as mesmas 4 classes: andar, correr, bater palmas
e acenar (com 400, 400, 100 e 100 videos para cada classe, respectivamente). Os
pesos aplicados para a divisao dos videos nas bases de treino, validacao e teste
foram de 60%, 20% e 20% respectivamente e aplicados igualmente para cada uma

das 4 classes.
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Conforme a tabela 21, houve uma melhora drastica no desempenho da rede
apos a adicao de regularizagao. Comparando com o modelo sem regularizacao,
as classes acenar (60% para 95%), andar (92,19% para 97,5%) e correr (92,19%
para 96,25%) tiveram um aumento nas acuracias. Porém a inclusdo das técnicas
de regularizacado acabaram deteriorando a acurécia na classe bater palmas (de

94,29% para 85%), por mais que a acuracia ainda seja alta.

Comparando com o artigo original|[13|, o modelo com regularizagdo desenvol-
vido por este trabalho foi superior em todas as classes, com excegao da classe
bater palmas e também obteve uma acuracia geral superior. Acreditamos que
isso se deve ao fato de que os autores do artigo original nao exploraram de forma
suficiente diferentes técnicas de regularizacao e otimizagao de hiperparametros,

como foi feito na segao 4.5.

5 Conclusao

O projeto proposto se baseia na constru¢ao de um modelo baseado em aprendi-
zado de maquina para ser treinado sobre um conjunto de dados contendo videos

de diversas pessoas executando agoes cotidianas.

Apo6s uma extensa pesquisa bibliografica no campo de reconhecimento de ati-
vidades humanas, pudemos conhecer e entender quais sao as categorias de pro-
blemas a serem resolvidas dentro deste escopo, e as técnicas adequadas para cada
tipo de acao. Embasados por esta pesquisa, optamos pelo problema de detecgao
de atividades realizadas por uma tnica pessoa, e o modelo que escolhemos é a
rede neural convolucional 3D, capaz de realizar a operagao de convolucao em 3

dimensoes (2 dimensdes espaciais e a temporal).

Apos realizar a implementacao de todo o pipeline de pré-processamento de
dados e da arquitetura da rede neural, realizamos o treinamento da rede em cima
de bases de dados abertas obtidas na internet. Enfrentamos alguns problemas com
respeito a esses dados, descritos na se¢ao 4. Apoés realizar alguns tratamentos nos
videos, especialmente na base KTH, conseguimos chegar a acuracias satisfatorias,
atingindo um indice de acertos de 85% com os dados de teste. Além disso,
pudemos confirmar a importancia da regularizacao em um modelo de aprendizado

profundo, visto que o resultado final foi de 93% apos a implementacao de técnicas
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como o dropout e o early stopping, sendo até mesmo superior a acuracia obtida

pelo artigo [13], no qual foi baseado o modelo do presente trabalho.

De modo a validar o modelo, adquirimos 560 videos de cunho préprio e mon-
tamos uma outra base de dados misturando estes videos com os videos da base
KTH. Inicialmente, o modelo nao mostrou um desempenho muito bom, obtendo
acuracias de teste por quantidade de classes e por quantidade de videos de, respec-
tivamente, 62,02% e 73,53%. Porém apo6s uma extensa exploracao de hiperpara-
metros e técnicas de regularizagao, tais acuracias saltaram para valores bastante
satisfatorios de, respectivamente, 90,48% e 92,95%. Esses resultados mostram que
o modelo final é bastante robusto ao problema de desbalanceamento de classes,
visto que algumas classes tinham muito menos videos do que outras, e demons-
tram a eficicia do modelo convolucional em 3 dimensdes no reconhecimento de

dados em formato de video.

Por fim, realizamos a comparacao entre os resultados obtidos pelo presente
trabalho e no artigo original. Concluimos que a edigao dos videos da classe correr,
retirando os frames “vazios” teve um impacto muito positivo na performance da
arquitetura para esta categoria, o que reforca a importancia de se usar dados de
qualidade para realizar o treino de uma rede neural. Adicionalmente, o uso de
técnicas de regularizagao mostrou ter um impacto muito positivo no desempenho
da rede nas acuracias de teste. Estes 2 fatores explicam a melhora obtida nas

acuracias por este presente trabalho, em comparagao com o artigo original [13].
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Chapter 1

Namespace Index

1.1 Namespace List

Here is a list of all namespaces with brief descriptions:

image_processing

Implementa fungbes de processamento de imagens
utils

Implementa fungbes deusogeral . . . . ... ..
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Chapter 2

File Index

2.1 File List

Here is a list of all files with brief descriptions:

src/image_processing/image_processing.py . . . . . . . e e e e e e e e e e e
SIC/UtiIS/ULIIS.PY . . . . e
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Chapter 3

Namespace Documentation

3.1

image_processing Namespace Reference

Implementa fungbes de processamento de imagens.

Functions

def count_frames (video_cap)

Conta a quantidade de frames de um video.
def show_frames (video_cap)
Mostra o contetido de um conjunto de frames ao usudrio.
def stack_frames (frames_list, frames_per_stack)
Agrupa os frames de um video em listas que contém uma quantidade de "frames_per_stack" de frames.
def scaling (frames_list, scale)
Essa fungao realiza reduz a escala dos frames por um fator determinado.
def redim_weizmann (weiz_frames_list)
Essa fungdo redimensiona os frames da base Weizmann, para que possua uma proporgdo altura/largura = 1.33,
igual aos frames da base KTH.
def video2list (video_cap)
Essa fungdo converte um objeto de video para uma lista de frames.
def foreground_extraction (frames_list, Ir, thr, hist_len)

Essa fungéo realiza a extragdo do plano frontal de um video, e retorna uma lista de imagens correspondendo ao
frames do mesmo.

def grayscale (frames_list)
Esta fungdo recebe uma lista de frames e retorna uma lista contendo os frames em tons de cinza.
def compute_gradient (frames_list)

Esta fungao recebe uma lista com frames e retorna uma lista contendo os frames com seus gradientes na direcdo X
ey

def optical_flow (frames_list)

Esta fungdo recebe uma lista com frames empilhados e retorna lista contendo os frames com seus fluxos dpticos na
direcdo X e Y.



6 Namespace Documentation

3.1.1 Detailed Description

Implementa fungdes de processamento de imagens.

Author

Daniel Kim & Igor Nakamura

Date
Date: 2020-04-17

3.1.2 Function Documentation

3.1.21 count_frames()

def image_processing.count_frames (

video_cap )
Conta a quantidade de frames de um video.

Parameters

video_cap | objeto VideoCapture

Returns

num_frames: inteiro contendo a quantidade de frames

Examples

count_frames (video_cap)

Definition at line 38 of file image_processing.py.

3.1.2.2 show_frames()

def image_processing.show_frames (

video_cap )

Mostra o contetido de um conjunto de frames ao usuario.
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3.1 image_processing Namespace Reference

Parameters

video_cap | objeto VideoCapture

Returns

None

Examples

>>> show_frames (video_cap)

Definition at line 60 of file image_processing.py.

3.1.2.3 stack_frames()

def image_processing.stack_frames (
frames_list,

frames_per._stack )

Agrupa os frames de um video em listas que contém uma quantidade de "frames_per_stack" de frames.

Parameters

frames_list lista contendo uma sequéncia de frames

frames_per_stack | quantidade de frames por lista

Returns

stacked_frames_list: lista de listas de imagens, correspondendo aos frames de um video

Examples

>>> stack_frames (frames_list, 9)

Definition at line 95 of file image_processing.py.

3.1.2.4 scaling()

def image_processing.scaling (
frames_1list,

scale )

Essa fungéao realiza reduz a escala dos frames por um fator determinado.
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8 Namespace Documentation

Parameters

frames_list | lista contendo uma sequéncia de frames

scale inteiro que indica a escala a ser aplicada no redimensionamento dos frames. Ex: 2, para escalar
aimagem para a metade do tamanho original

Returns

updated_list: uma lista de imagens, com os frames na escala especificada

Examples

>>> scaling(frames_list, 2)

Definition at line 125 of file image_processing.py.

3.1.2.5 redim_weizmann()

def image_processing.redim_weizmann (

weliz frames_list )

Essa fungdo redimensiona os frames da base Weizmann, para que possua uma proporgao altura/largura = 1.33,
igual aos frames da base KTH.

Parameters

weiz_frames_list | lista de frames de um video da base Weizmann

Returns

weiz_frames_list: uma lista de imagens, com os frames da base Weizmann com formato (135, 180, 3)

Examples

>>> redim_weizmann (weiz_frames_list)

Definition at line 154 of file image_processing.py.

3.1.26 video2list()

def image_processing.video2list (

video_cap )

Essa fungao converte um objeto de video para uma lista de frames.
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3.1 image_processing Namespace Reference 9

Parameters

video_cap | sequéncia de frames de um video

Returns

frames_list: lista contendo os frames do video

Examples

>>> video2list (video_cap)

Definition at line 178 of file image_processing.py.

3.1.2.7 foreground_extraction()

def image_processing.foreground_extraction (
frames_list,
1r,
thr,
hist_len )

Essa fungéo realiza a extragdo do plano frontal de um video, e retorna uma lista de imagens correspondendo ao
frames do mesmo.

Parameters

frames_list | lista contendo uma sequéncia de frames

Ir um ndmero decimal que representa a taxa de aprendizado do algoritmo de subtragéo
thr um namero inteiro que representa o limiar para definir a distdncia méaxima ao qual um pixel ainda
é considerado como pertencente ao fundo
hist_len um ndmero inteiro que representa o histérico de frames considerados para o background model
Returns

updated_list: uma lista de imagens, contendo os frames com o plano frontal extraido

Examples

>>> foreground_extraction(video_cap, lr = 0.85, thr = 24, hist_len = 15)

Definition at line 212 of file image_processing.py.

3.1.2.8 grayscale()

def image_processing.grayscale (

frames_list )

Esta fungdo recebe uma lista de frames e retorna uma lista contendo os frames em tons de cinza.
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10 Namespace Documentation

Parameters

frames_list | lista contendo uma sequéncia de frames

Returns

frames_grayscale: uma lista de imagens, com os frames em escalas de cinza

Examples

>>> grayscale (frames_list)

Definition at line 261 of file image_processing.py.

3.1.2.9 compute_gradient()

def image_processing.compute_gradient (

frames_1list )

Esta fungdo recebe uma lista com frames e retorna uma lista contendo os frames com seus gradientes na diregao
XeY.

Parameters

frames_list | lista contendo uma sequéncia de frames

Multiple return:

Parameters

gradient x_list | uma lista de imagens, contendo o gradiente na diregdo X dos frames contidos em frames_list

gradient y_list | uma lista de imagens, contendo o gradiente na dire¢éo Y dos frames contidos em frames_list

Definition at line 280 of file image_processing.py.

3.1.2.10 optical_flow()

def image_processing.optical_flow (

frames_1list )

Esta fungao recebe uma lista com frames empilhados e retorna lista contendo os frames com seus fluxos 6pticos
na diregéao XeY.
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3.2 utils Namespace Reference 11

Parameters

frames_list | lista contendo uma sequéncia de frames

Multiple return:

Parameters

opt_x_frames | uma lista de imagens, contendo o fluxo 6ptico na diregdo X, para cada frame

opt_y frames | uma lista de imagens, contendo o fluxo éptico na dire¢éo Y, para cada frame

Definition at line 297 of file image_processing.py.

3.2 utils Namespace Reference

Implementa fungdes de uso geral.

Functions

def get_weizmann_filepaths ()
Obtém um dicionario de dicionarios referentes ao dataset Weizmann como descrito em get _filepaths.
def get_kth_filepaths ()
Obtém um dicionario de diciondrios referentes ao dataset KTH como descrito em get _filepaths.
def create_names_list (path, action)
Obtém a lista dos nomes das pessoas que executam as acgbes de um dataset especifico.
def create_actions_list (path, person)

Obtém a lista de agbes referentes a um dataset especifico.
def get_filepaths (path, names_list, actions_list)

Obtém os caminhos para os arquivos de video de um dataset especifico.
def create_actions_regex_dict (name, actions_list)

Cria um diciondrio de regex para buscar os nomes dos arquivos desejados.
def get_person_filepaths (path, actions_regex_dict)

Obtém os caminhos dos arquivos a partir do regex_dict recebido.
def load_dataset (dataset)

Lé os arquivos txt relacionados aos conjuntos de dados de treino e de teste e os retorna em uma namedtuple.
def make_dataframe_from_filepath (txt_filepath, column_header)

Monta um objeto pandas.DataFrame a partir de um arquivo txt.
def make_train_test_sets (dataset, filepaths, test_people)

Escreve arquivos txt contendo os nomes dos videos e suas respectivas classes.

3.2.1 Detailed Description

Implementa fungdes de uso geral.

Author

Daniel Kim & Igor Nakamura

Date
Date: 2020-04-17
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3.2.2 Function Documentation

3.2.2.1 get_weizmann_filepaths()

def utils.get_weizmann_filepaths ( )
Obtém um dicionario de dicionarios referentes ao dataset Weizmann como descrito em get_filepaths.
Returns

Um dicionario de dicionarios

Definition at line 30 of file utils.py.

Here is the call graph for this function:

utils.create_names_list
utils.create_actions_list

utils.get_filepaths

utils.get_weizmann
_filepaths

utils.create_actions
_regex_dict

—l utils.get_person_filepaths |

3.2.2.2 get_kth_filepaths()

def utils.get_kth_filepaths ( )
Obtém um dicionério de dicionarios referentes ao dataset KTH como descrito em get_filepaths.
Returns

Um dicionario de dicionarios

Definition at line 43 of file utils.py.

Here is the call graph for this function:

utils.create_names_list

utils.get_kth_filepaths |—>| utils.create_actions_list |

utils.get_filepaths

utils.create_actions
_regex_dict

—l utils.get_person_filepaths |
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3.2.2.3 create_names_list()

def utils.create_names_list (
path,

action )

Obtém a lista dos nomes das pessoas que executam as ag¢des de um dataset especifico.

Parameters

path caminho para para a pasta desejada. Ex: 'Weizmann/' ou 'KTH/'
action | nome da agéo. Ex: 'bend' ou 'handclapping_d4_uncomp'

Returns

names_list: lista dos nomes das pessoas de um dataset. Como todas as pessoas executam o mesmo
conjunto de agdes, essa variavel contém todos os nomes das pessoas do dataset.

Examples

>>> names_list
>>> names_list

["daria’, ’shahar’, ’lena’, ’lyova’, etc]
["person0l’, ’'person02’, ’'person03’, etc]

Definition at line 68 of file utils.py.

Here is the caller graph for this function:

utils.get_weizmann
_filepaths

utils.create_names_list

‘| utils.get_kth_filepaths

3.2.24 create_actions_list()

def utils.create_actions_list (
path,

person )

Obtém a lista de agdes referentes a um dataset especifico.
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Parameters

path caminho para para a pasta desejada. Ex: 'Weizmann/' ou 'KTH/'
person | pessoa que executa a agdo. Ex: 'daria’ ou 'person01’

Returns

actions_list: lista de agdes referentes a uma pessoa do dataset. Como uma Unica pessoa executa todas as
acdes do dataset, essa variavel contém todas as agdes do dataset.

Examples

>>> actions_list
>>> actions_list

["bend’, ’'wavel’, ’'wave2’, ’'walk’, ’skip’, etc]
["handclapping_d4_uncomp’, ’boxing_d3_uncomp’, etc]

Definition at line 91 of file utils.py.

Here is the caller graph for this function:

utils.get_weizmann
_filepaths

utils.create_actions_list

‘| utils.get_kth_filepaths

3.2.2.5 get filepaths()

def utils.get_filepaths (
path,
names_list,

actions_list )
Obtém os caminhos para os arquivos de video de um dataset especifico.

Parameters

path caminho para para a pasta desejada. Ex: 'Weizmann/' ou 'KTH/'

names_list | lista com os nomes das pessoas que executam a agdo. Ex: 'daria’ para Weizmann e
'person01'para KTH

actions_list | lista com as agdes. Ex: 'bend', 'walk', etc para Weizmann e 'walking_d1_uncomp',
'person23_boxing_d2_uncomp' para KTH
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Returns

filepaths: dicionério de dicionarios cujos 'keys' do dicionario mais externo sao os nomes das pessoas. Os
'keys' dos dicionarios mais internos sdo as agdes associadas a uma pessoa especifica. Por fim, os 'values'
do dicionario sdo o caminho completo para o arquivo de video.

Examples

>>> print (filepaths([’daria’] ["bend’])
’'Weizmann/daria_bend.avi’

>>> print (filepaths[’person01’] [’boxing_dl_uncomp’])

’"KTH/person01l_boxing_dl_uncomp’

Definition at line 120 of file utils.py.

Here is the call graph for this function:

utils.create_actions
_regex_dict

utils.get_filepaths

utils.get_person_filepaths

Here is the caller graph for this function:

utils.get_weizmann
_filepaths

utils.get_filepaths Ef

I utils.get_kth_filepaths

3.2.2.6 create_actions_regex_dict()

def utils.create_actions_regex_dict (
name,

actions_list )

Cria um dicionario de regex para buscar os nomes dos arquivos desejados.

Generated by Doxygen



16 Namespace Documentation

Parameters

name nome de uma pessoa. Ex: 'daria’ ou 'person01'
actions_list | lista de agdes. Ja descrito na fungdo get_filepaths

Returns

actions_regex_dict: dicionario cujos 'keys' sdo as agdes contidas em actions_list e cujos 'values' sdo regex
que serdo usados para procurar o nome do arquivo de video

Examples

>>> print (actions_regex_dict[’bend’])
r’daria_bendx’

>>> print (actions_regex_dict [’ running_d3_uncomp’])
r’person25_running_d3_uncompx’

Definition at line 149 of file utils.py.

Here is the caller graph for this function:

utils.get_weizmann
_filepaths

utils.get_kth_filepaths

utils.get_filepaths

utils.create_actions
_regex_dict

3.2.2.7 get_person_filepaths()

def utils.get_person_filepaths (
path,

actions_regex_dict )

Obtém os caminhos dos arquivos a partir do regex_dict recebido.

Parameters

path caminho para para a pasta desejada. Ex: 'Weizmann/' ou 'KTH/'
actions_regex_dict | idém ao descrito em 'create_actions_regex_dict'

Returns

filepaths: dicionario cujos 'keys' sdo as acgdes e cujos 'values' sdo os caminhos dos arquivos de video con-
tendo as agdes de uma pessoa especifica
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Examples
>>> filepaths[’bend’] = ’'Weizmann/daria_bend.avi’
>>> filepaths[’boxing_dl_uncomp’] = ’'KTH/person0l_boxing_dl_uncomp’

Definition at line 171 of file utils.py.

Here is the caller graph for this function:

utils.get_weizmann
_filepaths
utils.get_kth_filepaths

utils.get_person_filepaths utils.get_filepaths

3.2.2.8 load_dataset()

def utils.load_dataset (
dataset )

Lé os arquivos txt relacionados aos conjuntos de dados de treino e de teste e os retorna em uma namedtuple.

Parameters

dataset | nome do dataset. Ex: 'weizmann' ou 'kth'

Returns

Uma namedtuple cujos campos sdo X_train, Y_train, X_test e Y_test. Os valores dos campos iniciados com
X e com Y sao, respectivamente, dataframes contendo os caminhos para os arquivos de video e as suas
respectivas classes.

Definition at line 190 of file utils.py.

Here is the call graph for this function:

utils.load_dataset |—> Ut”s'?:grﬁeﬁ?g;?;ﬁme
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3.2.2.9 make_dataframe_from_filepath()

def utils.make_dataframe_from_ filepath (
txt_filepath,

column_header )

Monta um objeto pandas.DataFrame a partir de um arquivo txt.

Parameters

txt_file caminho para o arquivo txt
column_header | cabegalho da coluna do dataframe

Returns

Um objeto pandas.DataFrame com os dados do arquivo txt e cabegalho segundo o argumento column_header

Definition at line 211 of file utils.py.

Here is the caller graph for this function:

utlls.;?:;eﬁtljgrt;iﬁame <—| utils.load_dataset

3.22.10 make_train_test_sets()

def utils.make_train_test_sets (
dataset,
filepaths,
test_people )

Escreve arquivos txt contendo os homes dos videos e suas respectivas classes.

Parameters
dataset nome do dataset. Ex: 'weizmann' ou 'kth'
filepaths dicionério no formato daquele retornado pelo método get_filepaths

test_people | lista de strings contendo os nomes das pessoas que farao parte do conjunto de testes. Ex:
['denis'], ['person10', 'personi1’]

Definition at line 230 of file utils.py.
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Chapter 4

File Documentation

4.1

src/image_processing/image_processing.py File Reference

Namespaces

image_processing

Implementa fungdes de processamento de imagens.

Functions

def image_processing.count_frames (video_cap)
Conta a quantidade de frames de um video.
def image_processing.show_frames (video_cap)
Mostra o contetido de um conjunto de frames ao usuario.
def image_processing.stack_frames (frames_list, frames_per_stack)
Agrupa os frames de um video em listas que contém uma quantidade de "frames_per_stack" de frames.
def image_processing.scaling (frames_list, scale)
Essa fung&o realiza reduz a escala dos frames por um fator determinado.
def image_processing.redim_weizmann (weiz_frames_list)
Essa funcdo redimensiona os frames da base Weizmann, para que possua uma propor¢do altura/largura = 1.33,
igual aos frames da base KTH.
def image_processing.video2list (video_cap)
Essa fungdo converte um objeto de video para uma lista de frames.
def image_processing.foreground_extraction (frames_list, Ir, thr, hist_len)
Essa fungéo realiza a extragdo do plano frontal de um video, e retorna uma lista de imagens correspondendo ao
frames do mesmo.
def image_processing.grayscale (frames_list)
Esta fungdo recebe uma lista de frames e retorna uma lista contendo os frames em tons de cinza.
def image_processing.compute_gradient (frames_list)
Esta fungao recebe uma lista com frames e retorna uma lista contendo os frames com seus gradientes na direcdo X
eY
def image_processing.optical_flow (frames_list)

Esta fungdo recebe uma lista com frames empilhados e retorna lista contendo os frames com seus fluxos dpticos na
direcdo Xe Y.
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4.2 src/utils/utils.py File Reference
Namespaces

« utils

Implementa fungées de uso geral.

Functions

def utils.get_weizmann_filepaths ()

Obtém um dicionario de dicionarios referentes ao dataset Weizmann como descrito em get_filepaths.
def utils.get_kth_filepaths ()

Obtém um dicionario de dicionarios referentes ao dataset KTH como descrito em get_filepaths.
def utils.create_names_list (path, action)

Obtém a lista dos nomes das pessoas que executam as agbes de um dataset especifico.
def utils.create_actions_list (path, person)

Obtém a lista de agées referentes a um dataset especifico.
def utils.get_filepaths (path, names_list, actions_list)

Obtém os caminhos para os arquivos de video de um dataset especifico.
def utils.create_actions_regex_dict (name, actions_list)

Cria um diciondrio de regex para buscar os nomes dos arquivos desejados.
def utils.get_person_filepaths (path, actions_regex_dict)

Obtém os caminhos dos arquivos a partir do regex_dict recebido.
def utils.load_dataset (dataset)

Lé os arquivos txt relacionados aos conjuntos de dados de treino e de teste e os retorna em uma namedtuple.
def utils.make_dataframe_from_filepath (txt_filepath, column_header)

Monta um objeto pandas.DataFrame a partir de um arquivo txt.
def utils.make_train_test_sets (dataset, filepaths, test_people)

Escreve arquivos txt contendo os nomes dos videos e suas respectivas classes.
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